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RECOMMENDED BEST PRACTICES FOR
LIFE CYCLE RELIABILITY PROGRAMS OF
SPACE AND LAUNCH VEHICLE SYSTEMS
 
 
 
     Space and Launch Systems Reliability Program objectives flow from the systems engineering and life cycle cost objectives of the system under acquisition.  Generally, the determination of these objectives results from an evaluation of the customer’s needs and an understanding of the systems engineering process.   As reliability requirements are made more definitive over the acquisition phases, tasks from among industry’s “best practices” are assessed, selected, and integrated into planned systems engineering process activities.  Some tasks may be appropriate throughout all acquisition phases.  Other tasks may be pointedly or rarely applied.  The tailoring of these tasks varies, depending on the objectives and complexities of the specific program.  In some cases, personnel from multiple organizations may collaborate on a single task.  In other cases, multiple tasks may be conducted by a single organization.  Either way, tasks are integrally planned to optimize multidisciplinary teamwork in product and process development, and expeditiously implemented to ensure that the reliability program contribution to systems engineering is value-added.  Those tasks identified as Industry’s “best practices” form the core of the reliability program.  They allow achievement of the product life cycle reliability objectives (see Figure 1). 
 
    Key word descriptors are provided for each of the first three levels of the Reliability Program practices described in the following sections.  These descriptors provide a summarized indexing of the “best practices” of Life Cycle Reliability Programs.  All of the practices are tailorable, but not all are essential for every type of acquisition.  The practices that are essential for all acquisitions, are tailorable based on the criticality of the system.  The other practices are only essential for specific types of acquisitions or special kinds of reliability requirements, and even then, are tailorable based on the system’s criticality.
 

    The manner in which information is organized in this document is in accordance with the formats of the commercial reliability standards produced by the Institute of Electronic and Electrical Engineers (IEEE) and in development by the Society of Automotive Engineers (SAE).
 

 

 

 

 

 

 
 

 
OVERVIEW OF PHASES
 
 
1.  Recommended Best Practices for Concept Exploration and Definition
(Phase 0) Reliability Program.
The reliability program is structured and implemented to determine the system level reliability performance requirements,  verify these requirements can be met, and be an integral part of the systems engineering derivation of  performance and life cycle cost objectives.  The iterative reliability engineering process of defining requirements, implementing requirements, and validating requirements (e.g., design reviews) is continued until the system reliability performance requirements are defined.
 
 
2.  Recommended Best Practices for DEM/VAL (Phase I) Reliability Program
The reliability program is structured and implemented to determine the system and subsystem reliability design requirements,  verify these requirements can be met, and be an integral part of the systems engineering optimization of performance and  life cycle cost objectives.  The iterative reliability engineering process of defining requirements, implementing requirements, and validating requirements (e.g., design reviews) is continued until the subsystem reliability design requirements are defined and met.
 
 
3.  Recommended Best Practices for EMD (Phase II) Reliability Program. 
The reliability program is structured and implemented to determine the detailed reliability design requirements,  verify these requirements are met, and be an integral part of the systems engineering implementation of performance, manufacturing and life cycle cost objectives.  The iterative reliability engineering process of defining requirements, implementing requirements, and validating requirements (e.g., design reviews) is continued until the detailed reliability design requirements are defined and met.
 
 
4.  Recommended Best Practices for Production (Phase III) Reliability Program
The reliability program is structured and implemented as an integral part of systems engineering, manufacturing, and logistics support in order to achieve and sustain reliability design requirements during production.  The iterative reliability engineering process of defining requirements, implementing requirements, and validating requirements (e.g., design reviews) is continued until the changed/new item’s detailed reliability design requirements are defined and met.
 
 
 
 
 
1.  Recommended Best Practices for Concept Exploration and Definition(Phase 0) Reliability Program.
The reliability program is structured and implemented to determine the system level reliability performance requirements,  verify these requirements can be met, and be an integral part of the systems engineering derivation of  performance and life cycle cost objectives.  The iterative reliability engineering process of defining requirements, implementing requirements, and validating requirements (e.g., design reviews) is continued until the system reliability performance requirements are defined.
 
 1.1.  Reliability Requirements Determination.  
Through analytical and empirical methods, the intended  uses and environments of the system are translated into system level reliability performance requirements.
 
 1.1.1.  User’s Needs Interpretation.
The user’s reliability needs are interpreted and used in defining the system’s reliability requirements. 
 

1.1.1.1.  The system design concepts are correlated with established environmental and operational thresholds and constraints.  (e.g., mission criticality, availability, self sufficiency, attended or unattended operation, operational environments, and newly designed commercial-off-the-shelf (COTS) equipment .)
 
1.1.1.2.  Trade studies between alternative designs are performed to determine the optimal balance between reliability, performance, weight, cost, schedule, and technical feasibility.
 
1.1.1.3.  The performance reliability deficiencies of deployed systems similar to the one under development are identified and avoided by modifying the operating or support concept, or by selecting a more robust design concept.
 
 1.1.2.  Reliability Requirements Exclusion.
If the development effort is minimal or non-complex, and the end item is non-critical, system reliability performance requirements may be undefined or excluded from the system requirements documentation.
 1.1.3.  Reliability Requirements Iteration.
For development efforts that are extensive, with critical or complex system functions, the system reliability performance requirements are iteratively defined.
 
1.1.3.1.  Measurable quantitative and qualitative reliability performance requirements that track to the user’s needs are established and included in the System Technical Requirements and the System Specification.
 
1.1.3.1.1.  The system’s operating environments and mission profile are established.
 
1.1.3.1.2.  The system’s baseline design/use life, probability of mission success, and restoration time are defined.

 

1.1.3.1.3  For each critical system function that has multiple operating states, the baseline probability of mission success and restoration time of each functional operating state is determined.

 

1.1.3.1.4.  Reliability requirements are expressed as Technical Performance Measurements (TPMs), specific to the system under acquisition, and are identified and included in the system technical documentation, such as, the System Specification. (Examples of key TPM parameters are: end-of-mission reliability, failure free operating period (FFOP), mean-time-between-failures (MTBF), failure rate, number of successes/cycles, level of fault tolerance, percentage of fault detection, and design life.)

 
1.1.3.1.4.1.  If a failure free operating period (FFOP) is required, analytical and empirical methods are used to assess the mission profile, expected environmental conditions, and system technology approaches to determine the minimally acceptable FFOP duration.
 

1.1.3.2.  For systems that implement critical functions using technology that is known to have latent faults, quantitative threshold testability design parameters (e.g., minimum percentage of fault coverage) are defined in the System Technical Requirements and the System Specification, in order to assure testing will be able to verify performance reliability.  (NOTE:  An ASIC device my require high levels of fault coverage to be validated by testing in order for its predicted reliability to be valid.) 

 
 1.2.  Reliability Requirements Implementation. 
Through analytical and empirical methods, the intended uses and environments of the system are translated into system level reliability performance requirements.
 
 1.2.1.  Reliability Risk Assessment Application.
Reliability risk assessment concepts and practices are optimally applied to identify, and eliminate or control reliability risks (e.g., functional single point failure modes (SPFMs)), commensurate with the overall program objectives, including performance, cost, and schedule requirements.
 

1.2.1.1.  Program risks associated with reliability critical factors and parameters that have a significant impact on readiness, life-cycle costs, schedule, performance, or safety are identified and eliminated.

1.2.1.1.1.  Critical process paths, tasks, and schedules that can potentially impact system reliability are identified and controlled by analytical and empirical methods.
 
1.2.1.1.2.  The critical reliability performance factors and parameters that impact system reliability are identified through analytical and empirical methods.
 

1.2.1.1.2.1.  Functional failure/fault analyses, such as, functional failure mode and effects analysis (FMEA) and fault tree analysis (FTA), are performed to identify system level functional weaknesses.
 
1.2.1.1.2.2.  Flight/field performance data are evaluated for systems, operating environments, and mission profiles similar to the system under acquisition.
 
1.2.1.2.  The appropriate level and extent of reliability risk management is determined prior to implementation.
 
 1.2.2.  Reliability Engineering Task Execution.
The successful execution of planned reliability engineering tasks is the means by which the system reliability performance requirements and reliability risk mitigation’s/controls are defined.
 
1.2.2.1.  The reliability modeling, allocations, and predictions are statistical processes that iteratively define, assess, and verify the quantitative reliability requirements of the system and its elements.
 
1.2.2.1.1  Reliability modeling of the system is a statistical process that iteratively defines the methods for quantifying the system reliability.  Implementation of this process is commensurate with the maturity of the system’s functional design definition.
 
1.2.2.1.1.1.  The reliability model reflects the system configuration, its modes of operation, the relationships among system functional elements, operating duty cycles, and the implementation of fault tolerance.
 
1.2.2.1.1.2.  The reliability model is a mathematical or simulation interpretation of functional system reliability.
1.2.2.1.1.3.  The reliability model is applied for obtaining reliability predictions when the quantitative reliability of the system’s elements are known.
 
1.2.2.1.1.4.  Various reliability models are evaluated in order to select the one most suitable for the system being developed.
 
1.2.2.1.1.5.  Progress to meet the systems engineering requirements for reliability modeling is planned, scheduled, and verified.
 
1.2.2.1.2.  The reliability allocations of the system is a statistical process that iteratively defines the minimum reliability thresholds.  Implementation of this process is commensurate with the maturity of the system’s design definition.
 
1.2.2.1.2.1.  The reliability allocations are verified to compare favorably with the reliability requirements of the system.
 
1.2.2.1.2.2.  The subsystem reliability allocations are flowed down to lower indenture level items that are identified as potential reliability design risks.
 
1.2.2.1.2.3.  The reliability allocations are defined such that the contribution to system reliability of the system’s functional elements is identified and controlled, including considerations for complexity, design flexibility, and safety margins.
 
1.2.2.1.2.4.  Progress to meet the systems engineering requirements for reliability allocations is planned, scheduled, and verified.
 
1.2.2.1.3.  The reliability predictions of the system is a statistical process that iteratively quantifies the system’s expected reliability.  Implementation of this process is commensurate with the maturity of system’s functional design definition.
 
1.2.2.1.3.1.  Prior to implementing the reliability prediction process, the requirements of the users of the system are determined.
 
1.2.2.1.3.2.  The inputs needed for quantifying reliability and the availability of those inputs are determined.  Inputs to the reliability predictions include the mission profile, basic reliability of the system elements, reliability models, and operating duty cycles.
 
1.2.2.1.3.3.  The limitations involved in quantifying and applying the reliability estimates produced by the prediction process are identified and understood.
 
1.2.2.1.3.4.  The methods and models most appropriate for quantifying reliability, using the available inputs, are selected.
 
1.2.2.1.3.5.  The degree of uncertainty associated with the reliability estimates produced by the prediction process are addressed.
 
1.2.2.1.3.6.  The reliability prediction process is implemented as a systems engineering function for quantifying reliability and providing results when needed.
 
1.2.2.1.3.7.  The reliability estimates produced by the prediction process are interpreted and assessed for their proper application, e.g., relevance to reliability performance requirements, verifying quantitative requirements, establishing threshold requirements, and comparing the reliability of different designs.
 
1.2.2.2.  Designed-in reliability concepts and practices are optimally applied to make certain system reliability is commensurate with the overall program objectives, including performance, cost, and schedule requirements.
 
1.2.2.2.1.   Simplicity of design is an ancillary system reliability objective which strives for fewer parts, less interfaces, fewer opportunities for failure.
 
1.2.2.2.2.  Fault/failure analysis (e.g., failure mode and effects analysis (FMEA), fault tree analysis (FTA), and fishbone analysis) of the system is a deterministic process that iteratively identifies mission critical failure modes and the design features that mitigate the occurrence of failures.  Implementation of this process is commensurate with the maturity of the system’s design definition.
 
1.2.2.2.2.1.  Design redundancy is applied with the identification of single point failure modes (SPFMs) that are not practical to eliminate.
 
1.2.2.2.2.2.  Robust design approaches are identified that avoid or control the occurrence of specific failure modes. (NOTE: Robustness is a cost-effective alternative to improving reliability by adding functional redundancy.)
 
1.2.2.2.2.3. Fault/failure analysis is conducted on functional components and interfaces.
 
1.2.2.2.2.4.  Fault/failure analyses identify the relative contribution of each LRU to system reliability.  (NOTE:  LRU reliability data is provided to logistics support analysis (LSA).)
 
1.2.2.2.2.5.  Progress to meet the systems engineering requirements for the identification of failures/faults is planned, scheduled, and verified.
 
1.2.2.2.3.  Design concern analysis (DCA) of the system is a deterministic process that iteratively identifies areas of the design requiring application of proven reliability design rules and guidelines.  Implementation of this process is commensurate with the maturity of the system’s design definition.
 
1.2.2.2.3.1.  Design weaknesses are identified which can manifest themselves into failures or cause degraded performance during system operation.
 
1.2.2.2.4.  Latent failure analysis (e.g., sneak circuit analysis (SCA)) of the system is a deterministic process that iteratively identifies modes of operation and design configurations that lead to the occurrence of latent failures.  Implementation of this process is commensurate with the maturity of the system’s design definition.
 
1.2.2.2.4.1.  System failures that are not caused by part failures are identified.
 
1.2.2.2.4.2.  Unexpected logic flows that may produce undesired results are revealed.
 
1.2.2.2.4.3.  Design oversights that create conditions of undesired operation are uncovered.
 
1.2.2.3.  The Lessons Learned of past programs are sought after and judiciously applied as input to and verification of adequacy of the defined reliability performance requirements.
 
1.2.2.4.  Designing for Supportability is emphasized as an integral part of the designing effort of repairable systems.
 
 1.3.  Reliability Program Integration.
Through engineering and management methods, the Reliability Program is structured and integrated with the system engineering process to ensure that reliability is included in the system trade studies used to derive performance requirements.
 
 1.3.1.  Reliability Program Iteration.
The structure and approach of the Reliability Program is planned in detail prior to implementation.
 
1.3.1.1.  Prior to structuring the Reliability Program, authority and accountability is established for understanding the customer’s needs, planning within budgetary and fiscal constraints, and performing, managing, and tracking the work.
 
1.3.1.1.1.  The reliability engineering/management function is responsible for structuring and implementing a cost-effective Reliability Program, which addresses the customer’s needs, determines and allocates the system reliability performance requirements, and oversees subcontracted reliability engineering activities. (NOTE: The requirements are documented in the System Technical Requirements Document and the planning is documented in the Integrated Management Plan, narratives, and detailed schedules.)
 
1.3.1.1.2.  The responsible design engineer (RDE) is responsible for the reliability of his/her design.
 
1.3.1.1.3.  The Program Manager/Chief Engineer/Systems Engineer or equivalent is responsible for the overall product reliability.
 
 1.3.1.1.3.2.  Reliability Program Coordination.
The Reliability Program activities are coordinated as an integral part of the systems engineering process.
 
1.3.1.1.  The means for measuring the progress of the Reliability Program are established prior to implementation.
 
 1.3.1.1.1.  Variance thresholds are established to measure the discrete progress of  the Reliability Program, e.g., successful implementation of contractual reliability (e.g., MTBF), performance reliability (e.g., MTBM, MTBD, MTBR, MTBCE) and mission reliability (e.g., MMD, FFOH, and MTBM )
 
1.3.1.2. The Reliability Program function (i.e., reliability engineering and management infrastructure) is allocated sufficient resources to complete its objectives, which are commensurate with the systems engineering and life cycle cost objectives.
 
1.3.1.2.1.  The functional organizations that contribute to designed-in reliability and the reliability engineering interfaces with these organizations are identified.
 
1.3.1.2.1.1.  The Reliability Program has a mutually consistent and integrated Contract Work Breakdown Structure (CWBS), Work Definition System, schedule, and cost tracking system, which are used as the basis for program monitoring and control.
 
1.3.1.2.1.1.1.  In the proposed CWBS, the reliability engineering elements are identified, to levels that support visibility of Reliability Program progress and compatibility with cost reporting requirements.
 
1.3.1.2.1.1.2.  In the proposed CWBS, the Work Definition System is defined down to and including the discretely defined reliability engineering work packages, which consist of task descriptions, success criteria, schedules, and manpower allocations.
 
1.3.1.2.1.1.2.1.   The reliability engineering work packages are used to manage all of the reliability engineering tasks and activities, and they form the basis for cost performance reporting.
 
1.3.1.2.1.1.2.2.  Both planned and actual effort expenditures are included in updates to the reliability engineering work packages.
 
1.3.1.2.1.1.2.3.  The completion milestones, with associated success criteria and schedule (e.g., Integrated Master Schedule (IMS)), are defined in the reliability engineering work packages.
 
1.3.1.2.1.1.2.4.  The schedules contained in the reliability engineering work packages are developed from the overall program scheduling system.
 
1.3.1.2.2.  The required resources and key personnel, including assigned responsibilities and completion milestones, are identified.
 
1.3.1.2.2.1.  The required reliability engineering tool set is identified.
 
1.3.1.2.2.2.  The required personnel qualifications, quantities, skill types, need dates, and training are identified.
 
1.3.1.2.2.3.  The applied engineering and management techniques are selected based on optimum cost-effectiveness.
 
1.3.1.3.  Consistency is maintained between the Reliability Program and its interfaces with the systems engineering functions (e.g., design, safety, logistics support analysis (LSA), quality assurance, and the Cost Performance Reporting System) to identify and control areas of reliability risk.
 
1.3.1.3.1  Policies and practices are established which are sensitive to the “lessons learned” of past programs.
 
1.3.1.3.2.  The Subcontractor Management Control System establishes and controls subcontracted reliability engineering activities, and is consistent with the Program Management Control System.
 
1.3.1.3.2.1.  Each supplier’s capability to conduct an effective reliability program effort is evaluated.
 
1.3.1.3.2.2.  System-level engineering management controls are levied on the supplier,  including SEMP/SEMS/SEDS.
 
1.3.1.3.2.3.  Subcontractor equipment reliability, testing, interfaces, and program deliverables requirements are specified.
 
1.3.1.3.2.4.  A process is established which reviews and assesses the technical content of supplier generated design information and documentation.
 
1.3.1.3.2.5.  Subcontractor test and reliability engineering process is included in the planning process of the system test and reliability verification process .
 
1.3.1.3.2.6. Subcontractor reliability engineering approach is reviewed and approved prior to implementation.
 
1.3.1.3.2.7.  The program development standards and procedures are applied to the supplier’s development efforts.
 
1.3.1.3.2.8.  Subcontractor generated standards and procedures are applicable to the extent of their compatibility with the system engineering process.
 
1.3.1.3.2.9.  Subcontractor cost and schedule reporting system is compatible with the program cost and schedule requirements.
 
1.3.1.3.3.  Reliability engineering is integrated with human factors, safety, logistics support, quality assurance, manufacturing, and others functions of the design effort to identify areas of risk, achieve system performance, costs, and schedule requirements, and augment logistic support analysis (LSA).
 
1.3.1.3.3.1.  Parts, Materials, and Processes (PMP) is coordinated, planned, and accomplished in conjunction with the Reliability Program.
 
1.3.1.3.3.1.1. Reliability engineering representation is established in parts working groups and parts review boards.
 
1.3.1.3.3.2.  LSA is coordinated, planned, and accomplished in conjunction with the Reliability Program.
 
1.3.1.3.3.2.1.  Functional fault/failure analysis results, such as, functional failure mode and effects analysis (FMEA) and fault tree analysis (FTA), are used to support LS 
1.3.1.3.3.2.2.  The effects of functional testing, storage, handling, packaging, transportation, and maintenance are considered in LS 
 
1.3.1.3.3.3.  Known or estimated reliability predictions and analyses are used for integrating directed source hardware, such as, government furnished equipment (GFE) and commercial-off-the-shelf (COTS) equipment, into the end item.
 
1.3.1.3.3.3.1.  Reliability related problems, introduced by the inclusion of GFE, COTS equipment and similar items, are identified and mitigated or controlled.
 
1.3.1.4.  Technical, budget, and schedule reviews are designed to monitor and control the progress of the Reliability Program.
 
1.3.1.4.1.  Program technical reviews are conducted to assess progress in meeting the reliability requirements and to validate the requirements.  e.g., Preliminary Design Review (PDR), Critical Design Review (CDR), and Technical Interchange Meeting (TIM).
 
1.3.1.4.2.  Program budget and schedule reviews are conducted to assess compliance with budgeting and scheduling requirements.
 
1.3.1.4.3.  Periodic management and technical reviews are conducted to address supplier reliability engineering progress, which is reported in the program SDP/SEMP/SEMS/SEDS.
 
1.3.1.4.4.  Reliability Engineering participates in the decisions of all engineering review boards.
 
1.3.1.5.  The Reliability Program schedule is established as an integral part of the systems engineering schedule.
 
1.3.1.5.1.  Reliability program schedules are established in sufficient detail to maintain visibility and control of the reliability engineering process, including any planned ancillary activities.
 
1.3.1.5.2.  The program reliability engineering scheduling, status system, and proposed schedules are consistent and integrated with the Integrated Master Plan (IMP) and the program system level schedules.
 
1.3.1.5.3.  The proposed duration of the reliability engineering and systems engineering integration efforts are consistent with the objectives to be accomplished, as determined by estimation models and the offeror’s historical performance database.
1.3.1.5.4.  The lowest level of the reliability engineering schedule includes task implementation, phasing, and completion criteria, and is consistent with the reliability program work definition packages.
 
1.3.1.5.5.  A consistent schedule is maintained between the Reliability Program and its interfaces with systems engineering, including design, manufacturing, logistics, and the Cost Performance Reporting System.
 1.3.3.  Supplier Incentives Implementation.
Phased supplier award fees and incentives may be implemented to encourage the development of reliable designs.
 
 1.4  Reliability Requirements Verification 
Verification methods that can be used to establish the ability of the system and its elements to meet system reliability performance requirements are identified.  These methods are applied to determine the reliability risks of the design.  The reliability requirements are verified to be attainable/attained by analysis, simulation, and testing of existing critical components.
 
 1.4.1.  Reliability Verification By Analysis or Simulation.
Reliability is verified by analysis or simulation when sufficient confidence can be imbedded in the results  to allow making credible design decisions.
 
 1.4.2.  Reliability Verification By Test. 
Reliability is verified by test when it is cost-effective to do so, mission criticality of a component dictates a high confidence in its life estimation, or there is no other means of doing it. 
 1.4.3.  Reliability Verification By Guarantee.
The component manufacturer may choose to provide a warranty as verification that the reliability performance requirements are met.  (e.g., free replacement parts or repairs or replacement satellites)
 
 1.4.4.  Subsequent Verification Methods Identification.

Reliability verification methods resources are identified for the subsequent program phases.

 

1.4.4.1.  Reliability demonstration testing is evaluated for its cost-benefit ratio, with failure-free test time requirements being a major consideration. 
 
1.4.4.2.  Contractor technical support (CTS) may be required during operation and maintenance (O&M) to analyze and recommend corrective action when reliability problems are experienced during equipment testing. (NOTE:  Contract coverage to provide CTS, under whatever Logistics Support posture is established, must be in place.)
 
1.4.4.3.   The government may require development and use of a central reliability and maintenance data collection system to track test failures and failure analysis results.
 
 2  Recommended Best Practices for DEM/VAL (Phase I) Reliability Program
The reliability program is structured and implemented to determine the system and subsystem reliability design requirements,  verify these requirements can be met, and be an integral part of the systems engineering optimization of performance and  life cycle cost objectives.  The iterative reliability engineering process of defining requirements, implementing requirements, and validating requirements (e.g., design reviews) is continued until the subsystem reliability design requirements are defined and met.
 
 2.1  Reliability Requirements Determination 
Through analytical and empirical methods, the intended  uses, environments, and system level reliability performance requirements are translated into system and subsystem reliability design requirements.
 2.1.1.  User’s Needs Interpretation.
The user’s reliability needs are understood and applied in defining the system/subsystem reliability design requirements. 
 

2.1.1.1.  The system design concepts are correlated with environmental and operational thresholds and constraints.  (e.g., mission criticality, availability, self sufficiency, attended or unattended operation, operational environments, and newly designed commercial-off-the-shelf (COTS) equipment.)
 
2.1.1.2.  Trade studies between alternative designs are performed to determine the optimal balance between reliability, performance, cost, and schedule.
 
2.1.1.3.  The performance reliability deficiencies of deployed systems similar to the one under development are identified and avoided by modifying the operating or support concept, or by selecting a more robust design.
2.1.1.4.  Established system-level priorities between opposing design attributes, such as, reliability, performance, weight, testability, production, cost, and schedule, are flowed downed to the subsystem-level reliability design requirements.
 
 2.1.2.  Reliability Requirements Exclusion.
If the development effort is minimal, non-complex and the end item is non-critical, system/subsystem reliability design requirements may be non-applicable and excluded minimal.
 2.1.3.  Reliability Requirements Iteration.
For development efforts that are extensive, with critical or complex system functions, the system/subsystem reliability design and test requirements are iteratively defined as the design progresses.
 
2.1.3.1.  Measurable quantitative and qualitative reliability design requirements that track to the user’s needs are established and used to refine the System Technical Requirements and the System Specification.
 
2.1.3.1.1.  The system’s operating environment and mission profile are refined.
 
2.1.3.1.2.  The system’s baseline design/use life, probability of mission success, and restoration time are refined.

 

2.1.3.1.3  For each critical system function that has multiple operating states, the baseline probability of mission success and restoration time of each functional operating state is determined.

 

2.1.3.1.4.  The reliability requirements are expressed as Technical Performance Measurements (TPMs), specific to the system under acquisition, and are refined in the system technical documentation, such as, the System Specification. (Examples of key TPM parameters are end-of-mission reliability, failure free operating period (FFOP), mean-time-between-failures (MTBF), failure rate, number of successes/cycles, level of fault tolerance, percentage of fault detection, and design life.)

 
2.1.3.1.4.1.  If a failure free operating period (FFOP) is required, analytical and empirical methods are used to assess the expected environmental conditions and system technology approaches to determine the optimal FFOP duration.
 
2.1.3.2.  For systems that implement critical functions using technology that is known to have latent faults, quantitative threshold testability design parameters (e.g., minimum percentage of fault coverage) are defined in the System Technical Requirements and the System Specification, in order to assure testing will be able to verify performance reliability.  (NOTE:  An ASIC device my require high levels of fault coverage to be validated by testing in order for its predicted reliability to be valid.) 

 
2.1.3.3.  The reliability requirements are identified for reliability development test and evaluation (RDT&E).
 
2.1.3.3.1.  RDT&E requirements are flowed down to the program test & evaluation planning.
 
2.1.3.3.2.  RDT&E requirements are included in the program resource and schedule planning.

 
 2.2.  Reliability Requirements Implementation 
Engineering and management methods are applied to ensure that reliability design requirements are allocated, communicated, understood, and implemented.
 
 2.2.1.  Reliability Risk Assessment Application.
Reliability risk assessment concepts and practices are optimally applied to identify, eliminate, and control reliability risks, such as, single point failure modes and reliability critical items, commensurate with the overall program objectives, including performance, cost, and schedule requirements.
 

2.2.1.1.  Program risks associated with reliability critical factors and parameters that have a significant impact on readiness, life-cycle costs, schedule, performance, or safety are identified and eliminated.

2.2.1.1.1.  The appropriate level and extent of reliability risk assessment is based on the criticality of the change.
 
2.2.1.1.1.1.  The risks associated with using commercial-off-the-shelf (COTS) equipment are evaluated.
 
2.2.1.1.1.2.  Reliability risk management strategies are consistent with the program cost, schedule and performance baselines.
 
2.2.1.1.1.3.  Reliability risk/critical items (i.e., those items requiring special attention because of complexity, application of state-of-the-art technology, or anticipated reliability or safety problems affecting readiness or mission success) are identified and their risks are mitigated/controlled by analytical and empirical methods.
 
2.2.1.1.1.4.  Specific criteria are defined and implemented for each reliability risk mitigation/control activity.
 
2.2.1.1.1.5.  A centralized procedure is established for tracking reliability risk/critical items, until the resolution of all mitigation/control concerns.
 
2.2.1.1.1.6.  Rationale are established for the selection of reliability risk/critical items.
 
2.2.1.1.1.7.  Metrics are defined for prioritizing the criticality of reliability risk/critical items.
 
2.2.1.1.1.8.  Critical process paths, tasks, and schedules that can potentially impact system reliability are identified and controlled.
 

2.2.1.1.2.  The critical design factors and parameters that impact reliability of the system/subsystem are identified through analysis and test methods.

 

2.2.1.1.2.1.  System/subsystem design analyses (e.g., fault/failure analyses, thermal analysis, sneak circuit analysis, design parameter analysis) are performed to identify system/subsystem design weaknesses.
 
2.2.1.1.2.2.  The performance data of flown/fielded systems similar to the one under acquisition, and with similar operational environments, are evaluated.
 
2.2.1.1.2.3.  System/subsystem and component testing (e.g. reliability growth, stress, life testing) are planned and implemented.
 
 2.2.2.  Reliability Engineering Task Execution.
The reliability engineering tasks are initiated early during design definition, and iteratively refined to influence the design and mitigate designed-in reliability risks.
 
2.2.2.1.  Reliability design approaches for sustained product integrity during manufacture, test, operation, and maintenance are derived early in the design effort.

 

2.2.2.2.  Closed loop Failure Reporting, Analysis and Corrective Action Systems (FRACAS) are canvassed to obtain anomaly data relevant to the system under acquisition.  (NOTE:  This data is fed back to the design and logistics processes as lessons learned.)

 
2.2.2.3.  The reliability modeling, allocations, and predictions are statistical processes that iteratively define, assess, improve, and verify the quantitative reliability of the system and its elements. 
 
2.2.2.3.1  Reliability modeling of the system is a statistical process that iteratively defines the methods for quantifying the system reliability.  Implementation of this process is commensurate with the maturity of the system/subsystem design definition.
 
2.2.2.3.1.1.  The reliability model reflects the system configuration, its modes of operation, the relationship among system functional elements, operating duty cycles, and implementation of fault tolerance.
 
2.2.2.3.1.2.  The reliability model is the interpretation of system functionality as a model of design reliability.
2.2.2.3.1.3.  The reliability model is applied for obtaining reliability predictions when the reliability of the modeling elements are known.
 
2.2.2.3.1.4.  Various reliability models are evaluated in order to select the one most suitable to represent the reliability of the item being developed.
 
2.2.2.3.1.5. Progress to meet the systems engineering requirements for reliability modeling is planned, scheduled, and verified.
 
2.2.2.3.2.  The reliability allocations of the system is a statistical process that iteratively defines the minimum reliability thresholds.  Implementation of this process is commensurate with the maturity of the system/subsystem design definition.
 
2.2.2.3.2.1.  Numeric reliability requirements are allocated among the subsystems to establish a hierarchy of requirements for the designers to select the appropriate design alternatives to meet the system reliability requirements.
 
2.2.2.3.2.2.  When designers cannot meet the allocated reliability requirements, design alternatives are considered in terms of cost, function, and predicted reliability.
 
2.2.2.3.2.3.  Trade-offs to meet reliability allocations are avoided when they impose unnecessary design constraints or dictate new safety, test, maintenance, or other requirements.
 
2.2.2.3.2.4.  The reliability allocations are verified to compare favorably with the reliability requirements of the system.
 
2.2.2.3.2.5.  The subsystem reliability allocations are flowed down to lower indenture level devices that are identified as potential reliability design risks. (e.g., a mission critical ASIC device that has an inherent process defect rate, that defect rate is accounted for in the system reliability allocations or it is mitigated by functional testing.)
 
2.2.2.3.2.6.  The reliability allocations are defined such that the contribution to system reliability of the system’s functional elements is identified and controlled, including considerations for complexity, design flexibility, and safety margins.
 
2.2.2.3.2.7. Progress to meet the systems engineering requirements for reliability allocations is planned, scheduled, and verified.
 
2.2.2.3.3.  The reliability predictions of the system is a statistical process that iteratively quantifies the system’s expected reliability.  Implementation of this process is commensurate with the maturity of system/subsystem design definition.
 
2.2.2.3.3.1.  Prior to implementing the reliability prediction process, the requirements of the users of the system are determined.
 
2.2.2.3.3.2.  The inputs needed for quantifying reliability and the availability of those inputs are identified.  Inputs to the reliability predictions include: the mission profile, basic reliability of the system elements, reliability models, and operating duty cycles.
 
2.2.2.3.3.3.  The limitations involved in quantifying and applying the reliability estimates produced by the prediction process are identified and understood. (e.g., a mission critical ASIC device that has a known inherent process defect rate in addition to its known inherent operating reliability, that process defect rate is mitigated by functional testing in order for the reliability predictions to be valid.)
 
2.2.2.3.3.4.  The methods and models most appropriate for quantifying reliability, using the identified inputs, are selected.
 
2.2.2.3.3.5.  The degree of uncertainty associated with the reliability estimates produced by the prediction process are addressed.
 
2.2.2.3.3.6.  The reliability prediction process is implemented as a systems engineering function for quantifying reliability and providing results when needed.
 
2.2.2.3.3.7.  The reliability estimates produced by the prediction process are interpreted and assessed for their proper application, e.g., relevance to reliability performance requirements; verifying quantitative requirements; establishing threshold requirements; identifying areas of designed-in reliability risk; surfacing the need for special safety, test, maintenance, or other reliability-related requirements; and comparing the reliability of different designs.
 
2.2.2.3.3.8.  Reliability predictions are used to measure the progress of the designed-in reliability effort, reveal design reliability weaknesses, and reduce the likelihood of deploying unreliable equipment.
 
2.2.2.4.  Designed-in reliability concepts and practices are optimally applied to make certain system reliability is commensurate with the overall program objectives, including performance, cost, and schedule requirements.
 
2.2.2.4.1.   Simplicity of design is an ancillary system reliability objective which strives for fewer parts, less interfaces, fewer opportunities for failure, ease of manufacture, use of common manufacturing equipment, and control over manufacturing process variability.
 
2.2.2.4.2.  Fault/failure analysis (e.g., failure mode and effects analysis (FMEA), fault tree analysis (FTA), and fishbone analysis) of the system is a deterministic process that iteratively identifies mission critical failure modes and the design features that mitigate the occurrence of failures.  Implementation of this process is commensurate with the maturity of the system design definition.
 
2.2.2.4.2.1.  Design redundancy is applied with the identification of single point failure modes (SPFMs) that are not practical to eliminate.
 
2.2.2.4.2.2.  Robust design approaches are identified that avoid or control the occurrence of specific failure modes. (NOTE: Robustness is a cost-effective alternative to improving reliability by adding functional redundancy.)
 
2.2.2.4.2.3.  Fault/failure analysis is conducted on piece-parts, functional components, interfaces, line replaceable units (LRUs), and physical-layout designs.
 
2.2.2.4.2.4.  Fault/failure analysis identifies the relative contribution of each LRU to system reliability.  (NOTE:  LRU reliability data is provided to logistics support analysis (LSA).)
 
2.2.2.4.2.5.  Progress to meet the systems engineering requirements for the identification of faults/failures is planned, scheduled, and verified.
 
2.2.2.4.2.6.  Fault/failure analysis is used to determine the possible impact on system operation caused by functional failure modes that can not be tested.  (e.g.,  An ASIC device may be providing functions by gates which can not be tested.  If the non-testable gates are susceptible to an inherent process defect rate, which is not included in the device’s inherent operating reliability estimate, then the predicted designed-in and operational reliability of the system may be invalid.) 
 
2.2.2.4.2.7.  Fault/failure analysis supports logistics support analysis (LSA) with results that include the reliability contribution for each line replaceable unit (LRU).
 
2.2.2.4.3.  Circuit, thermal, mechanical, and structural stress analysis is applied to assess the effects of part and circuit parameter tolerances and parasitic parameters over the range of specified operating life and environmental conditions.
 
2.2.2.4.3.1.  Effective cooling techniques, such as, moving heat dissipating parts away from heat sensitive parts, are applied to the design.
 
2.2.2.4.3.2.  Temperature and electrical dissipation data are passed to reliability engineering for factoring into the reliability analyses.
 
2.2.2.4.4.  Derating criteria are established and applied to the design to limit the thermal, mechanical, and electrical stresses (e.g., temperature, torsion, and voltage) on components. (NOTE:  Junction temperatures of semiconductors and integrated circuits exceeding + 110 degrees C is usually not justified, regardless of the power rating of the device. The failure rates of semiconductors typically decrease by factors of as much as two for each 10 degree C that their junction temperatures is lowered. In systems having high integrated circuit populations, this translates to an increase in overall system reliability.)
 
2.2.2.4.5.  The worst-case stress limits are determined for the parameters of all reliability critical components.
 
2.2.2.4.5.1.  The tolerance of circuits to drift is evaluated.
 
2.2.2.4.5.2.  The cumulative effect of component tolerances limits on system performance and reliability is evaluated.
 
2.2.2.4.6.  Fault tolerant design concepts allow for continued operation or acceptable degradation when failures occur.
 
2.2.2.4.7.  Modularized and standardized design approaches (e.g., design guidelines and rules)  are used to eliminate failure probability, reduce maintenance requirements, facilitate technology insertion, improve opportunities for manufacturing economies of scale, and minimize interface count which, in turn, tends to force simpler hardware and software designs.
 
2.2.2.4.7.1.  Modularized design approaches for subsystems, components, and piece parts are applied using proven military or commercial-off-the-shelf (COTS) components to preclude expensive development, reliability design qualification, and start-up production costs usually associated with customized components/subsystems.
 
2.2.2.4.8.  Design concern analysis (DCA) of the system is a deterministic process that iteratively identifies areas of the design requiring application of proven reliability design rules and guidelines.  Implementation of this process is commensurate with the maturity of the system’s design definition.
 
2.2.2.4.8.1.  Design weaknesses are identified which can manifest themselves into failures or cause degraded performance during system operation.
 
2.2.2.4.9.  Latent failure analysis (e.g., sneak circuit analysis (SCA)) of the system is a deterministic process that iteratively identifies modes of operation and design configurations that lead to the occurrence of latent failures.  Implementation of this process is commensurate with the maturity of the system’s design definition.
 
2.2.2.4.9.1.  System failures that are not caused by part failures are identified.
 
2.2.2.4.9.2.  Unexpected logic flows that may produce undesired results are revealed 
 
2.2.2.4.9.3.  Design oversights that create conditions of undesired operation are uncovered. 
 
2.2.2.5.  If part or all of the system is to undergo reliability life testing, the life test tolerances are established by flowing down reliability performance requirements from the system level.  These tolerances are used to identify the threshold values of the reliability TPMs. 
 
2.2.2.6.  A centralized methodology is established for implementing a program failure reporting and corrective action system (FRACAS) to identify and control reliability risks that surface during testing.
 
2.2.2.6.1.  FRACAS is initiated during the start of testing and continued throughout the product service life.
 
2.2.2.6.2.  FRACAS is initiated at the piece part level.
 
2.2.2.6.3.  All test failures are accurately reported.
 
2.2.2.6.4.   Failures are analyzed to sufficient depth to identify the failure cause and necessary corrective actions.
 
2.2.2.6.5.  The criticality of each failure is prioritized in accordance with its impact on operational performance, and the level of failure analysis close out authority is commensurate with the criticality of the failure.
 
2.2.2.7.  The Lessons Learned of past programs are sought after and judiciously applied.
 
2.2.2.8.  Designing for Supportability is emphasized as an integral part of the designing effort of repairable systems.
 
 2.3  Reliability Program Integration 
The Reliability Program is integrated with the systems engineering process to ensure that risks to product and personnel safety are identified, methods of achieving  product integrity are known, and practical approaches for logistics support are derived. 
 
 2.3.1.  Reliability Program Iteration.
The structure and approach of the Reliability Program is planned in detail prior to implementation.
 
2.3.1.1.  Prior to structuring the Reliability Program approach, authority and accountability are established for understanding the customer’s needs, planning within budgetary and fiscal constraints, and performing/managing/tracking the work.
 
2.3.1.1.1.  The reliability engineering/management function is responsible for  structuring and implementing a cost-effective Reliability Program, which addresses the customer’s needs, determines and allocates the subsystem reliability performance requirements, and oversees subcontracted reliability engineering activities. (NOTE:  The requirements are to be documented in the System Technical Requirements Document and the planning is documented in the Integrated Management Plan, narratives, and detailed schedules.)
 
2.3.1.1.2.  The responsible design engineer (RDE) is responsible for the reliability of his/her design.
 
2.3.1.1.3.  The Program Manager/Chief Engineer/Systems Engineer or equivalent is responsible for overall product reliability.
 
 2.3.2.  Reliability Program Coordination.
The Reliability Program activities are coordinated as an integral part of the systems engineering process.
 
2.3.2.1.  The means for measuring the progress of the Reliability Program are established prior to implementation.
 
2.3.2. 1.1.  Variance thresholds are established to measure the discrete progress of  the Reliability Program, e.g., successful implementation of contractual reliability (e.g., MTBF), performance reliability (e.g., MTBM, MTBD, MTBR, MTBCE) and mission reliability (e.g., MMD, failure free operating period (FFOP), and MTBM )
 
2.3.2.2.  The Reliability Program function (i.e., reliability engineering and management infrastructure) is allocated sufficient resources to complete its objectives, which are commensurate with the system engineering and life cycle cost objectives.
 
2.3.2.2.1.  The functional organizations that contribute to designed-in reliability and the reliability engineering interfaces with these organizations are identified.
2.3.2.2.1.1.  The Reliability Program has a mutually consistent and integrated Contract Work Breakdown Structure (CWBS), Work Definition System, schedule, and cost tracking system, which are used as the basis for program monitoring and control.
 
2.3.2.2.1.1.1.  In the proposed CWBS, the reliability engineering elements are identified, to levels that support visibility of Reliability Program progress and compatibility with cost reporting requirements.
 
2.3.2.2.1.1.2.  In the proposed CWBS, the Work Definition System is defined down to and including the discretely defined reliability engineering work packages, which consist of task descriptions, success criteria, schedules, and manpower allocations.
 
2.3.2.2.1.1.2.1.   The reliability engineering work packages are used to manage all of the reliability engineering tasks and activities, and they form the basis for cost performance reporting.
 
2.3.2.2.1.1.2.2.  Both planned and actual effort expenditures are include in updates to the reliability engineering work packages.
 
2.3.2.2.1.1.2.3.  The completion milestones, with associated criteria and schedule (e.g. CPR and Integrated Master Schedule (IMS)), are defined in the reliability engineering work packages.
 
2.3.2.2.1.1.2.4.  The schedules contained in the reliability engineering work packages are developed from the overall program scheduling system.
 
2.3.2.2.2.  The required resources and key personnel, including assigned responsibilities and completion milestones, are identified.
 
2.3.2.2.2.1.  The required tools are identified.
 
2.3.2.2.2.2.  The required personnel qualifications, quantities, skill types, need dates, and training are identified.
 
2.3.2.2.2.3.  The applied engineering and management techniques are selected based on optimum cost-effectiveness.
 
2.3.2.3.  Consistency is maintained between the Reliability Program and its interfaces with the systems engineering functions (e.g., design, safety, logistics support analysis (LSA), quality assurance, and the Cost Performance Reporting System) to identify and control areas of reliability risk.
 
2.3.2.3.1  Policies and practices are established which are sensitive to “lessons learned” on past programs.
 
2.3.2.3.2.  The Subcontractor Management Control System establishes and controls subcontracted reliability engineering activities, and is consistent with the Program Management Control System.
 
2.3.2.3.2.1.  Each supplier’s capability to conduct an effective reliability program effort is evaluated.
 
2.3.2.3.2.2.  System-level engineering management controls are levied on the supplier,  including SEMP/SEMS/SEDS.
 
2.3.2.3.2.3.  Subcontractor equipment reliability, testing, interfaces, and program deliverables requirements are specified.
 
2.3.2.3.2.4.  A process is established which reviews and assesses the technical content of supplier generated design information and documentation.
 
2.3.2.3.2.5.  Subcontractor test and reliability engineering process is included in the planning of the program test and reliability verification process.
 
2.3.2.3.2.6.  Subcontractor reliability engineering approach is reviewed and approved prior to implementation.
 
2.3.2.3.2.7.  The program development standards and procedures are applied to supplier development efforts.
 
2.3.2.3.2.8. Subcontractor standards and procedures are applied based on compatibility with the program development processes.
 
2.3.2.3.2.9.  Subcontractor cost and schedule reporting system is compatible with the program cost and schedule requirements.
 
2.3.2.3.3.  Reliability engineering is integrated with human factors, safety, logistics support, quality assurance, manufacturing, and others functions of the design effort to identify areas of risk, achieve system performance, costs, and schedule requirements, and augment logistic support analysis (LSA).
 
2.3.2.3.3.1.  Parts, Materials, and Processes (PMP) is coordinated, planned, and accomplished in conjunction with the Reliability Program.
 
     2.3.2.3.3.1.1. Reliability engineering representation is established in
 parts working groups and parts review boards.
 
2.3.2.3.3.2.  LSA is coordinated, planned, and accomplished in conjunction with the Reliability Program.
 
2.3.2.3.3.2.1.  Fault/failure analysis results, such as, FMEA, are used to support LS 
2.3.2.3.3.2.2.  The effects of functional testing, storage, handling, packaging, transportation, and maintenance are considered in LS 
 
2.3.2.3.3.3.  Known or estimated reliability predictions and analyses are used for integrating directed source hardware, such as, government furnished equipment (GFE) into the end item.
 
2.3.2.3.3.3.1.  Reliability related problems, introduced by the inclusion of GFE, COTS equipment and similar items, are identified and mitigated or controlled.
 
2.3.2.4.  Technical, budget, and schedule reviews are designed to monitor and control the progress of the Reliability Program.
 
2.3.2.4.1.  Program technical reviews are conducted to assess progress in meeting the reliability requirements and to validate the requirements. e.g., Preliminary Design Review (PDR), Critical Design Review (CDR), and Technical Interchange Meeting (TIM).
 
2.3.2.4.2.  Program budget and schedule reviews are conducted to assess compliance with budgeting and scheduling requirements.
 
2.3.2.4.3.  Periodic management and technical reviews are conducted to address supplier reliability engineering progress, which is reported in the program SDP/SEMP/SEMS/SEDS.
 
 2.3.2.4.4.  Reliability Engineering participates in the decisions of all engineering review boards.
 
2.3.2.5.  The Reliability Program schedule is established as an integral part of the systems engineering schedule.
 
2.3.2.5.1.  Reliability program schedules are established in sufficient detail to maintain visibility and control of the reliability engineering process, including any planned ancillary activities.
 
2.3.2.5.2.  The program reliability engineering scheduling, status system, and proposed schedules are consistent and integrated with the Integrated Master Plan (IMP) and the program system level schedules.
 
2.3.2.5.3.  The proposed duration of the reliability engineering and systems engineering integration efforts are consistent with the objectives to be accomplished, as determined by estimation models and the offeror’s historical performance database.
2.3.2.5.4.  The lowest level of the reliability engineering schedule includes task implementation, phasing, and completion criteria, and is consistent with the reliability program work definition packages.
 
2.3.2.5.5.  A consistent schedule is maintained between the Reliability Program its interfaces with systems engineering, including design, manufacturing, logistics, and the Cost Performance Reporting System.
 
 2.3.3.  Supplier Incentives Implementation.
Phased supplier award fees and incentives may be established to encourage the development of reliable products.
 
 2.4  Reliability Requirements Verification 
Verification methods that can be used to establish the ability of the system and its elements to meet system/subsystem reliability design requirements are identified.  These methods are applied to determine the reliability risks of the developed product.  The reliability requirements are verified to be attainable/attained by analysis, simulation, demonstration, or test.
 
 2.4.1.  Reliability Verification By Analysis or Simulation.
Reliability is verified by analysis or simulation when sufficient confidence can be imbedded in the results  to allow making valid design decisions.
 
 2.4.2.  Reliability Verification By Test. 
Reliability is verified by test when it is cost-effective to do so, mission criticality dictates  high confidence in life estimations, or there is no other means of doing it. 
2.4.2.1.  Reliability life testing is included in the overall system integrated test planning to ensure that highly critical systems or components are tested in accordance with the program budget and schedule.
2.4.2.1.1.  Test data is used from earlier phases of the development program, to augment the reliability life testing by reducing the time required to prove that reliability requirements are met. 
 
2.4.2.1.2.  To augment the reliability life testing and gain confidence in the design reliability, life test data is obtained for similar systems operating in the same environment as the one under acquisition. (NOTE: The long-term dormant life expectancy of a system can be determined in this manner.) 
 
2.4.2.1.3.  The determination of operational life expectancy is obtained through realistic life testing and the timely feedback of test results to design engineering.
 
2.4.2.1.4.  Realistic life test environments, simulated mission profiles, and experience gained from previous test programs, are used in developing life test parameters.
 
2.4.2.1.5.  Proven and well understood accelerated testing techniques are used in life tests.
 
2.4.2.2.  Reliability growth and pre-qualification testing reveals design and process deficiencies while they are still cost-effective to fix.
2.4.2.2.1.  Environmental Stress Screening (ESS) is performed to accelerate reliability growth, by stressing design flaws to the point of failure prior to system deployment.  (NOTE: Temperature and vibration levels are varied to accomplish ESS.)
 
2.4.2.2.2.  Test, Analyze and Fix (TAAF) is a closed-loop reliability growth methodology that is performed to accelerate equipment maturity, and provides a feedback loop to correct design deficiencies and increase system reliability.
 
2.4.2.2.3.  System testing is an end-to-end test performed to assure that all system elements  “play together” and meet system reliability performance requirements.
 
2.4.2.2.4.  Reliability Development Growth Test (RDTG) is performed for a specified number of hours in order to uncover design weaknesses, so that corrective actions can be implemented to improved performance reliability. (NOTE: Failure-free test time identification is a major consideration in RDTG.)
 

2.4.2.2.5.  Reliability Operational Test & Evaluation (ROT&E) is used to define reliability parameters for evaluation of system suitability under operational conditions and establish Measures Of Effectiveness (MOE) in coordination with the ROT&E responsible test activity (e.g. AFOTEC)
2.4.2.2.6.  Production Acceptance Test (PAT) is conducted to verify the use of subassemblies, assemblies, control items, and systems.
 
2.4.2.2.7.  Production Reliability Acceptance Test (PRAT) is performed to assure that the qualified design is not degraded over production time as a result of changes in tooling, processes, work flow, design, part quality, or other characteristic changes. (NOTE: This test may be applied to subassembly production quantities which are sizable.)
 
2.4.2.2.8.  A Failure Review Board (FRB) committee is established to review failure trends, significant failures, and corrective action status.
 
2.4.2.2.9.  A Joint Reliability and Maintainability Evaluation Team (JRMET) is established by the government acquisition activity to record and analyze problems in system reliability testing. (NOTE: Key reliability and system engineering personnel participate in a JRMET.)
 
 2.4.3.  Reliability Verification By Guarantee.
The component manufacturer may choose to provide a warranty as verification that the reliability performance requirements are met. (e.g., free replacement parts or repairs.)
 
 2.4.4.  Subsequent Verification Methods Identification.
Reliability verification methods resources are identified for the subsequent program phases.

 
2.4.4.1.  Reliability demonstration testing is evaluated for its cost-benefit ratio, with requirements for specific failure-free-operating-hours (FFOH) during testing being a major consideration. 
 
2.4.4.2.  Contractor technical support (CTS) may be required during operation and maintenance (O&M) to analyze and recommend corrective actions when reliability problems are experienced during system deployment. (NOTE:  Contract coverage to provide CTS, under whatever Logistics Support posture is established, must be in place.)
 
2.4.4.3.   The government may require development and use of a reliability and maintenance data collection system to track test failures, failure analysis results, and maintenance actions.
 
 
3  Recommended Best Practices for EMD (Phase II) Reliability Program. 
The reliability program is structured and implemented to determine the detailed reliability design requirements,  verify these requirements are met, and be an integral part of the systems engineering implementation of performance, manufacturing and life cycle cost objectives.  The iterative reliability engineering process of defining requirements, implementing requirements, and validating requirements (e.g., design reviews) is continued until the detailed reliability design requirements are defined and met.
 
 3.1  Reliability Requirements Determination. 
Through analytical and empirical methods, the intended uses and environments, system/subsystem reliability design requirements, and characteristics of the manufacturing process are translated into detailed reliability design requirements.
 
 3.1.1.  User’s Needs Interpretation.
The system/subsystem reliability design requirements are interrupted and translated into detailed reliability design requirements. 
 

3.1.1.1.  The detailed reliability design concepts are correlated with environmental and operational thresholds and constraints.  (e.g., mission criticality, availability, self sufficiency, attended or unattended operation, operational environments, and newly designed commercial-off-the-shelf (COTS) equipment.)
 
3.1.1.2.  Trade studies between alternative designs are performed to determine the optimal balance between opposing design attributes, such as, reliability, performance, weight, testability, production, cost, and schedule.
 
3.1.1.3.  The performance reliability deficiencies of deployed components that are similar to the ones in the system under acquisition, are identified and avoided by modifying the operating or support concept, or by selecting a more robust design.
3.1.1.4.  Established system-level priorities between opposing design attributes, such as, reliability, performance, weight, testability, production, cost, and schedule, are flowed downed to the detailed-level reliability requirements.
 
 3.1.2.  Reliability Requirements Exclusion.
If the development effort is minimal, non-complex and the end item is non-critical, the detailed reliability design requirements may be minimal.
 3.1.3.  Reliability Requirements Iteration.
For development efforts that are extensive, with critical or complex system functions, the detailed reliability design, test, and manufacturing requirements are iteratively defined as the design progresses.
 
3.1.3.1.  Measurable quantitative and qualitative reliability design requirements that track the System Technical Requirements and the System Specification are defined and applied.
 
3.1.3.1.1.  The system models of the operating environment and mission profile are refined.
 
3.1.3.1.2.  The system baseline design/use life, probability of mission success, and restoration time are refined.

 

3.1.3.1.3 For each critical system function that has multiple operating states, the baseline probability of mission success and restoration time of each functional operating state is determined.

 

3.1.3.1.4.  The detailed reliability requirements, expressed as Technical Performance Measurements (TPMs) specific to the system under acquisition, are derived from system/subsystem level requirements, such as those stated in the System Specification. (Examples of key TPM parameters are end-of-mission reliability, failure free operating period (FFOP), mean-time-between-failures (MTBF), failure rate, number of successes/cycles, level of fault tolerance, percentage of fault detection, and design life.)

 
3.1.3.1.4.1.  If a failure free operating period (FFOP) is required, analytical and empirical methods are used to assess the expected environmental conditions and system technology approaches to determine the optimal FFOP duration.
 
3.1.3.2.  For systems that implement critical functions using technology that is known to have latent faults, quantitative threshold testability design parameters (e.g., minimum percentage of fault coverage) are defined in the System Technical Requirements and the System Specification, in order to assure testing will be able to verify performance reliability.  (NOTE:  An ASIC device my require high levels of fault coverage to be validated by testing in order for its predicted reliability to be valid.) 

 
3.1.3.3.  The reliability requirements are identified for reliability development test and evaluation (RDT&E).
 
3.1.3.3.1.  RDT&E requirements are flowed down to the program test & evaluation planning.
 
3.1.3.3.2.  RDT&E requirements are included in the program resource and schedule planning.

 
 3.2  Reliability Requirements Implementation 
Engineering and management tasks are applied  to ensure that reliability design requirements are allocated, communicated, understood, and implemented.
 
 3.2.1.  Reliability Risk Assessment Application.
Reliability risk assessment concepts and practices are optimally applied to identify, eliminate, and control reliability risks, such as, single point failure modes and reliability risk/critical items.
 

3.2.1.1.  Program risks associated with reliability critical factors and parameters that have a significant impact on readiness, life-cycle costs, schedule, performance, or safety are identified and eliminated or controlled.

3.2.1.1.1.  The appropriate level and extent of reliability risk assessment based on the criticality of the change.
 
3.2.1.1.1.1.  The risk associated with using commercial-off-the-shelf (COTS) equipment is evaluated.
 
3.2.1.1.1.2.  Risk management strategies are consistent with the program cost, schedule and performance baselines.
 
3.2.1.1.1.3.  Risks are managed and mitigated by means of analytical methods, demonstrations, tests, etc.
 
3.2.1.1.1.4.  Specific criteria is defined for each risk reduction activity.
 
3.2.1.1.1.5.  Reliability risk reduction actions are tracked and  metrics for their completion established.
 
3.2.1.1.1.6.  Rationale for  the selection and prioritization of identified risk/critical items is established.
 
3.2.1.1.1.7.  Reliability risk/critical items, i.e., those items that require special attention because of complexity, application of state-of-the-art techniques, anticipated reliability problems, or impact safety, readiness, and mission success, are identified and controlled.
 
3.2.1.1.1.8.  Critical process paths, tasks, and schedules that can potentially impact system reliability are identified and controlled.
 

3.2.1.1.2.  The detailed design factors and parameters that impact system reliability and production are identified through analysis and test methods.

 

3.2.1.1.2.1.  Detailed reliability design analyses (e.g., fault/failure analyses, predictions, sneak circuit analysis, and design parameter analysis) are performed to identify reliability design weaknesses.
 
3.2.1.1.2.2.  Actual performance data, on deployed components that have a similar design and operating environment as the one under acquisition, are evaluated and included in the reliability design analyses.
 
3.2.1.1.2.3.  System/subsystem and component level testing (e.g. reliability growth, stress, life testing) are planned and implemented.
 
3.2.1.1.2.4.  To establish a controlled manufacturing process, the indices for defect prevention of the manufacturing process are defined, and the process control factors, and their corresponding levels associated with minimum variance, are identified.
 
 3.2.2.  Reliability Engineering Task Execution.
The reliability engineering tasks are initiated early during design definition, and iteratively refined to mitigate designed-in reliability risks, and prepare for sustained product integrity during manufacturing and testing.
 
3.2.2.1.  Reliability design approaches for sustained product integrity during manufacture, test, operation, and maintenance are derived early in the design effort.

 

3.2.2.2. Closed loop Failure Reporting, Analysis and Corrective Action Systems (FRACAS), and similar database systems (e.g., GIDEP), are canvassed to obtain anomaly data relevant to elements of the system under acquisition.  (NOTE:  This data is fed back to the design, manufacturing, and logistics processes as lessons learned.)

 
3.2.2.3.  The reliability allocations, modeling, and predictions are statistical processes that iteratively define, assess, improve, and verify the quantitative reliability of the system and its elements. 
 
3.2.2.3.1.  The reliability allocations of the system is a statistical process that iteratively defines the minimum reliability thresholds.  Implementation of this process is commensurate with the maturity of the detailed design definition.
 
3.2.2.3.1.1.  The subsystem reliability allocations are flowed down to lower indenture level devices that are identified as potential reliability design risks. (e.g., a mission critical ASIC device that has an inherent process defect rate, that defect rate is accounted for in the system reliability allocations or it is mitigated by functional testing.)
 
3.2.2.3.1.2.  The reliability allocations are defined such that the contribution to system reliability of the system’s functional elements is identified and controlled, including considerations for complexity, design flexibility, and safety margins.
 
3.2.2.3.1.3. Progress to meet the systems engineering requirements for reliability allocations is planned, scheduled, and verified.
 
3.2.2.3.2  Reliability modeling of the system is a statistical process that iteratively defines the methods for quantifying the system reliability.  Implementation of this process is commensurate with the maturity of the detailed design definition.
 
3.2.2.3.2.1.  The reliability model reflects the system configuration, its modes of operation, the relationship among system functional elements, operating duty cycles, and implementation of fault tolerance.
 
3.2.2.3.2.2.  The reliability model is the interpretation of system functionality as a model of design reliability.
3.2.2.3.2.3.  The reliability model is applied for obtaining reliability predictions when the reliability of the modeling elements are known.
 
3.2.2.3.2.4.  Various reliability models are evaluated in order to select the one most suitable to represent the reliability of the item being developed.
 
3.2.2.3.2.5.  Progress to meet the systems engineering requirements for reliability modeling is planned, scheduled, and verified.
 
3.2.2.3.3.  The reliability predictions of the system is a statistical process that iteratively quantifies the system’s expected reliability.  Implementation of this process is commensurate with the maturity of detailed design definition.
 
3.2.2.3.3.1.  Prior to implementing the reliability prediction process, the requirements of the users of the system are determined.
 
3.2.2.3.3.2.  The inputs needed for quantifying reliability and the availability of those inputs are identified.  Inputs to the reliability predictions include: the mission profile, basic reliability of the system elements, reliability models, and operating duty cycles.
3.2.2.3.3.3.  The limitations involved in quantifying and applying the reliability estimates produced by the prediction process are identified and understood. (e.g., a mission critical ASIC device that has a known inherent process defect rate in addition to its known inherent operating reliability, that process defect rate is mitigated by functional testing in order for the reliability predictions to be valid.)
 
3.2.2.3.3.4.  The methods and models most appropriate for quantifying reliability, using the identified inputs, are selected.
 
3.2.2.3.3.5.  The degree of uncertainty associated with the reliability estimates produced by the prediction process are addressed.
 
3.2.2.3.3.6.  The reliability prediction process is implemented as a systems engineering function for quantifying reliability and providing results when needed.
 
3.2.2.3.3.7.  The reliability estimates produced by the prediction process are interpreted and assessed for their proper application, e.g., relevance to reliability performance requirements; verifying quantitative requirements; establishing threshold requirements; identifying areas of designed-in reliability risk; surfacing the need for special safety, test, maintenance, or other reliability-related requirements; and comparing the reliability of different designs.
 
3.2.2.3.3.8.  Reliability predictions are used to measure the progress of the designed-in reliability effort, reveal design reliability weaknesses, and reduce the likelihood of deploying unreliable equipment.
 
3.2.2.4.  Designed-in reliability concepts and practices are optimally applied to make certain system reliability is commensurate with the overall program objectives, including performance, cost, and schedule requirements.
 
3.2.2.4.1.   Simplicity of design is an ancillary system reliability objective which strives for fewer parts, less interfaces, fewer opportunities for failure, ease of manufacture, use of common manufacturing equipment, and control over manufacturing process variability.
 
3.2.2.4.2.  Fault/failure analysis (e.g., failure mode and effects analysis (FMEA), fault tree analysis (FTA), and fishbone analysis) of the system is a deterministic process that iteratively identifies mission critical failure modes and the design features that mitigate the occurrence of failures.  Implementation of this process is commensurate with the maturity of the detailed design definition.
 
3.2.2.4.2.1.  Design redundancy is applied with the identification of single point failure modes (SPFMs) that are not practical to eliminate.
 
3.2.2.4.2.2.  Robust design approaches are identified that avoid or control the occurrence of specific failure modes. (NOTE: Robustness is a cost-effective alternative to improving reliability by adding functional redundancy.)
 
3.2.2.4.2.3.  Fault/failure analysis is conducted on piece-parts, functional components, interfaces, line replaceable units (LRUs), and physical-layout designs.
 
 
3.2.2.4.2.4.  Fault/failure analysis identifies the relative contribution of each LRU to system reliability.  (NOTE:  LRU reliability data is provided to logistics support analysis (LSA).)
 
3.2.2.4.2.5.  Progress to meet the systems engineering requirements for the identification of faults/failures is planned, scheduled, and verified.
 
3.2.2.4.2.6.  Fault/failure analysis is used to determine the possible impact on system operation caused by functional failure modes that can not be tested.  (e.g.,  An ASIC device may be providing functions by gates which can not be tested.  If the non-testable gates are susceptible to an inherent process defect rate, which is not included in the device’s inherent operating reliability estimate, then the predicted designed-in and operational reliability of the system may be invalid.) 
 
3.2.2.4.2.7.  Fault/failure analysis supports logistics support analysis (LSA) with results that include the reliability contribution for each line replaceable unit (LRU).
 
3.2.2.4.3.  Circuit, thermal, mechanical, and structural stress analysis is applied to assess the effects of part and circuit parameter tolerances and parasitic parameters over the range of specified operating life and environmental conditions.
 
3.2.2.4.3.1.  Effective cooling techniques, such as, moving heat dissipating parts away from heat sensitive parts, are applied to the design.
 
3.2.2.4.3.2.  Temperature and electrical dissipation data are passed to reliability engineering for factoring into the reliability analyses.
 
3.2.2.4.4.  Derating criteria are established and applied to the design to limit the thermal, mechanical, and electrical stresses (e.g., temperature, torsion, and voltage) on components. (NOTE:  Junction temperatures of semiconductors and integrated circuits exceeding + 110 degrees C is usually not justified, regardless of the power rating of the device. The failure rates of semiconductors typically decrease by factors of as much as two for each 10 degree C that their junction temperatures is lowered. In systems having high integrated circuit populations, this translates to an increase in overall system reliability.)
 
3.2.2.4.5.  The worst-case stress limits are determined for the parameters of all reliability critical components.
 
3.2.2.4.5.1.  The tolerance of circuits to drift is evaluated.
 
3.2.2.4.5.2.  The cumulative effect of component tolerances limits on system performance and reliability is evaluated.
 
3.2.2.4.6.  Fault tolerant design concepts allow for continued operation or acceptable degradation when failures occur.
 
3.2.2.4.7.  Modularized and standardized design approaches (e.g., design guidelines and rules)  are used to eliminate failure probability, reduce maintenance requirements, facilitate technology insertion, improve opportunities for manufacturing economies of scale, and minimize interface count which, in turn, tends to force simpler hardware and software designs.
 
3.2.2.4.7.1.  Modularized design approaches for subsystems, components, and piece parts are applied using proven military or commercial-off-the-shelf (COTS) components to preclude expensive development, reliability design qualification, and start-up production costs usually associated with customized components/subsystems.
 
3.2.2.4.8.  Design concern analysis (DCA) of the system is a deterministic process that iteratively identifies areas of the design requiring application of proven reliability design rules and guidelines.  Implementation of this process is commensurate with the maturity of the system’s design definition.
 
3.2.2.4.8.1.  Design weaknesses are identified which can manifest themselves into failures or cause degraded performance during system operation.
 
3.2.2.4.9.  Latent failure analysis (e.g., sneak circuit analysis (SCA)) of the system is a deterministic process that iteratively identifies modes of operation and design configurations that lead to the occurrence of latent failures.  Implementation of this process is commensurate with the maturity of the system’s design definition.
 
3.2.2.4.9.1.  System failures that are not caused by part failures are identified.
 
3.2.2.4.9.2.  Unexpected logic flows that may produce undesired results are revealed.
 
3.2.2.4.9.3.  Design oversights that create conditions of undesired operation are uncovered. 
 
3.2.2.5.  If part or all of the system is to undergo reliability life testing, the life test tolerances are established by flowing down reliability performance requirements from the system level.  These tolerances are used to identify the threshold values of the reliability TPMs. 
 
3.2.2.6.  A centralized methodology is established for implementing a program failure reporting and corrective action system (FRACAS) to identify and control reliability risks that surface during testing.
 
3.2.2.6.1.  FRACAS is initiated during the start of testing and continued throughout the product service life.
 
3.2.2.6.2.  FRACAS is initiated at the piece part level.
 
3.2.2.6.3.  All test failures are accurately reported.
 
3.2.2.6.4.   Failures are analyzed to sufficient depth to identify the failure cause and necessary corrective actions.
 
3.2.2.6.5.  The criticality of each failure is prioritized in accordance with its impact on operational performance, and the level of failure analysis close out authority is commensurate with the criticality of the failure.
 
3.2.2.7.  The impact of the production and testing processes on performance reliability is assessed and controlled.
 
3.2.2.7.1.  The reliability technical performance measures (TPMs) that relate to production and testing, such as, mean-time-between-human-errors (MTBHE) and manufacturing-error-rate (MER), are established, measured, and analyzed.
3.2.2.7.2.  System and equipment reliability problems that are uncovered during production, assembly, and test, are analyzed and resolved.
 
3.2.2.7.3.  Test planning includes a careful accounting of reliability objectives, operating environments, test article configurations, data requirements, and schedules.
 
3.2.2.7.4.  If part or all of the system is to undergo reliability life testing, the life test tolerances are established by flowing down reliability performance requirements from the system level.  These tolerances are used to identify the threshold values of the  reliability TPMs.
 
3.2.2.8.  The Lessons Learned of deployed systems, which are similar in nature to the system under acquisition, are sought after and judiciously applied.
 
3.2.2.9.  Designing for Supportability is emphasized as an integral part of the designing effort of repairable systems.
 
 3.3  Reliability Program Integration 
The Reliability Program is integrated with the system engineering process to ensure that risks to product and personnel safety are identified and eliminated or controlled,  methods of sustaining product integrity are implemented, and cost effective manufacturing and logistics support processes are  developed.
 
 3.3.1. Reliability Program Iteration.
Prior to structuring the Reliability Program approach, authority and accountability are established for understanding the customer’s needs, planning within budgetary and fiscal constraints, and performing, managing, and tracking the work.
 
3.3.1.1.  The reliability engineering/management function is responsible for structuring and implementing a cost-effective Reliability Program which assesses, quantifies, and controls the system reliability design requirements. (NOTE:  The requirements are documented in the System Technical Requirements Document and the planning is documented in the Integrated Management Plan, narratives, and detailed schedules.)
 
3.3.1.2.  The responsible design engineer (RDE) is responsible for the reliability of his/her design.
 
3.3.1.3.  The Program Manager/Chief Engineer/Systems Engineer or equivalent is responsible for overall product reliability.
 
 3.3.2.  Reliability Program Coordination.
The Reliability Program is planned prior to implementation.
 
3.3.2.1. The Reliability Program function (i.e., reliability engineering and management infrastructure) is allocated sufficient resources to complete its objectives, which are commensurate with the system engineering and life cycle cost objectives.
 
3.3.2.2.  The Reliability Program approach is developed/updated and coordinated with systems engineering.
 
3.3.2.2.1.  The functional organizations that contribute to designed-in reliability and the reliability engineering interfaces with manufacturing are identified.
 
3.3.2.2.1.1.  The Reliability Program has a mutually consistent and integrated Contract Work Breakdown Structure (CWBS), Work Definition System, schedule, and cost tracking system, which are used as the basis for program monitoring and control.
 
3.3.2.2.1.1.1.  In the proposed CWBS, the reliability engineering elements are identified, to levels that support visibility of Reliability Program progress and compatibility with cost reporting requirements.
 
3.3.2.2.1.1.2.  In the proposed CWBS, the Work Definition System is defined down to and including the discretely defined reliability engineering work packages.
 
3.3.2.2.1.1.2.1.  Reliability engineering work packages are formulated to include task descriptions, completion criteria, schedules, and manpower allocations.
 
3.3.2.2.1.1.2.2.   The reliability engineering work packages are used to manage all of the reliability engineering tasks and activities, and they form the basis for cost performance reporting.
 
3.3.2.2.1.1.2.3.  Both planned and actual effort expenditures are include in updates to the reliability engineering work packages.
 
3.3.2.2.1.1.2.4.  The completion milestones, with associated criteria and schedule (e.g. CPR and Integrated Master Schedule (IMS)), are defined in the reliability engineering work packages.
 
3.3.2.2.1.1.2.5.  The schedules contained in the reliability engineering work packages are developed from the overall program schedule.
 
3.3.2.2.2.  The required resources and key personnel, including assigned responsibilities and completion milestones, are identified.
 
3.3.2.2.2.1.  The automated and manual tools required by the Reliability Program are identified.
 
3.3.2.2.2.2.  The required personnel qualifications, quantities, skill types, need dates, and training are identified.
 
3.3.2.2.2.3.  The applied engineering and management techniques are selected based on optimum cost-effectiveness.
 
 3.3.2.2.3.  Consistency is maintained between the Reliability Program and its interfaces with the systems and manufacturing engineering functions (e.g., design, manufacturing, safety, logistics support analysis (LSA), quality assurance, and the Cost Performance Reporting System) to identify and control areas of reliability risk.
 
3.3.2.2.3.1  Policies and practices are established which are sensitive to “lessons learned” on past programs.
 
3.3.2.2.3.2.  The Subcontractor Management Control System establishes and controls subcontracted reliability engineering activities, and is consistent with the Program Management Control System.
 
3.3.2.2.3.2.1.  Each supplier’s capability to conduct an effective reliability program effort is evaluated.
 
3.3.2.2.3.2.2.  System-level engineering management controls are levied on the supplier,  including SEMP/SEMS/SEDS.
 
3.3.2.2.3.2.3.  Subcontractor equipment reliability, testing, interfaces, and program deliverables requirements are specified.
 
3.3.2.2.3.2.4.  A process is established which reviews and assesses the technical content of supplier generated design information and documentation.
 
3.3.2.2.3.2.5.  Subcontractor test equipment is included in the system test and reliability verification planning.
 
3.3.2.2.3.2.6.  Subcontractor reliability engineering activities are included in the planning for systems engineering.
 
3.3.2.2.3.2.7.  Subcontractor reliability engineering approach is reviewed and approved prior to implementation.
 
3.3.2.2.3.2.8.  The program development standards and procedures are applicable to supplier development efforts.
 
3.3.2.2.3.2.9.  Subcontractor standards and procedures are applicable only if they are compatible with the program system engineering process.
 
3.3.2.2.3.2.10.  Subcontractor cost and schedule reporting system is compatible with the program cost and schedule requirements.
 
3.3.2.2.3.3.  Reliability engineering is integrated with human factors, safety, logistics support, quality assurance, manufacturing, and others functions of the design effort to identify areas of risk, achieve system performance, costs, and schedule requirements, and augment logistic support analysis (LSA).
 
3.3.2.2.3.3.1.  Parts, materials, and processes (PMP) are coordinated, planned, and accomplished in conjunction with the Reliability Program.
 
3.3.2.2.3.3.1.1.  Reliability engineering representation is established in parts working groups and parts review boards.
 
3.3.2.2.3.3.2.  LSA is coordinated, planned, and accomplished in conjunction with the Reliability Program.
 
3.3.2.2.3.3.2.1.  Fault/failure analysis results, such as, data produced by failure mode and effects analysis (FMEA) and fault tree analysis (FTA), are used to support LS 
3.3.2.2.3.3.2.2.  The effects of functional testing, storage, handling, packaging, transportation, and maintenance are considered in LS 
 
3.3.2.2.3.3.3.  Known or estimated reliability predictions and analyses are used for integrating directed source hardware, such as, government furnished equipment (GFE) and commercial-off-the-shelf (COTS) equipment into the end item.
 
3.3.2.2.3.3.3.1.  Reliability related problems, introduced by the inclusion of GFE, COTS and similar items, are identified.
 
3.3.2.2.4.  Technical, budget, and schedule reviews are designed to monitor and control the progress of the Reliability Program.
3.3.2.2.4.1.  Program technical reviews are conducted to assess progress in meeting the reliability requirements and to validate the requirements. e.g., Preliminary Design Review (PDR), Critical Design Review (CDR), and Technical Interchange Meeting (TIM).
 
3.3.2.2.4.2.  Program budget and schedule reviews are conducted to assess compliance with budgeting and scheduling requirements.
 
3.3.2.2.4.3.  Periodic management and technical reviews are conducted to address supplier reliability engineering progress, which is reported in the program SDP/SEMP/SEMS/SEDS.
 
3.3.2.2.5.  The Reliability Program schedule is established and adhered to.
 
3.3.2.2.5.1.  Reliability program schedules are established in sufficient detail to maintain visibility and control of the reliability engineering process, including any planned ancillary activities.
 
3.3.2.2.5.2.  The program reliability engineering scheduling, status system, and proposed schedules are consistent and integrated with the Integrated Master Plan (IMP) and the program system level schedules.
 
3.3.2.2.5.3.  The proposed duration of the reliability engineering and systems engineering integration efforts are consistent with the objectives to be accomplished, as determined by estimation models and the offeror’s historical performance database.
3.3.2.2.5.4.  The lowest level of the reliability engineering schedule includes task implementation, phasing and completion criteria, and is consistent with the reliability program work definition packages.
 
3.3.2.2.5.5.  A consistent schedule is maintained between the Reliability Program and its interfaces with systems engineering, including design, manufacturing, logistics, and the Cost Performance Reporting System.
 
3.3.2.2.6.  Reliability Engineering participates in the decisions of all engineering review boards.
 
3.3.2.3.  The means for measuring the progress of the Reliability Program are established prior to implementation.
 
3.3.2.3.1.  Variance thresholds are established to measure the discrete progress of  the Reliability Program, e.g., successful implementation of contractual reliability (e.g., MTBF), performance reliability (e.g., MTBM, MTBD, MTBR, MTBCE) and mission reliability (e.g., MMD, failure free operating period (FFOP), and MTBM )
 
 3.3.3.  Supplier Incentives Implementation.
Subcontractor award fees and incentives are established to encourage the development of reliable products.
 
 3.4  Reliability Requirements Verification 
Verification methods that can be used to establish the ability of the system and its elements to meet system, subsystem, and detailed reliability design requirements are identified.  These methods are applied to determine the reliability risks and manufacturing process variability of the finished product.  The reliability requirements are verified to be attainable/attained by analysis, simulation, demonstration, or test.
 
 3.4.1.  Reliability Verification By Analysis or Simulation.
Reliability is verified by analysis or simulation when sufficient confidence can be imbedded in the results  to allow making valid design decisions.
 
 3.4.2.  Reliability Verification By Test. 
Reliability is verified by test when it is cost-effective to do so, mission criticality dictates  high confidence in life estimations, or there is no other means of doing it. 
3.4.2.1.  Reliability life testing is included in the overall system integrated test planning to ensure that highly critical systems or components are tested in accordance with the program budget and schedule.
3.4.2.1.1.  Test data is used from earlier phases of the development program, to augment the reliability life test by reducing the time required to prove that reliability requirements are met. 
 
3.4.2.1.2.  To augment the reliability life testing and gain confidence in the design reliability, life test data is obtained for similar systems operating in the same environment as the one under acquisition. (NOTE:  The long-term dormant life expectancy of a system can be determined in this manner.) 
 
3.4.2.1.3.  The determination of operational life expectancy is obtained through realistic life testing and the timely feedback of test results to design engineering.
 
3.4.2.1.4.  Realistic life test environments, simulated mission profiles, and experience gained from previous test programs, are used in developing life test parameters.
 
3.4.2.1.5.  Proven and well understood accelerated testing techniques are used in life tests.
 
3.4.2.2.  Reliability growth and pre-qualification testing reveals design and process deficiencies while they are still cost-effective to fix.
3.4.2.2.1.  Environmental Stress Screening (ESS) is performed to accelerate reliability growth, by stressing design flaws to the point of failure prior to system deployment.  (NOTE:  Temperature and vibration levels are varied to accomplish ESS.)
 
3.4.2.2.2.  Test, Analyze and Fix (TAAF) is a closed-loop reliability growth methodology that is performed to accelerate equipment maturity, and provides a feedback loop to correct design deficiencies and increase system reliability.
 
3.4.2.2.3.  System testing is an end-to-end test performed to assure that all system elements  “play together” and meet system reliability performance requirements.
 
3.4.2.2.4.  Reliability Development Growth Test (RDTG) is performed for a specified number of hours to surface design weaknesses, so that corrective actions can be implemented to improved performance reliability. (NOTE: Failure-free test time identification is a major consideration in RDTG.)
 

3.4.2.2.5.  Reliability Operational Test & Evaluation (ROT&E) is used to define reliability parameters for evaluation of system suitability under operational conditions and establish Measures Of Effectiveness (MOE) in coordination with the ROT&E responsible test activity (e.g. AFOTEC)
3.4.2.2.6.  Production Acceptance Test (PAT) is conducted to verify the use of subassemblies, assemblies, control items, and systems.
 
3.4.2.2.7.  Production Reliability Acceptance Test (PRAT) is performed to assure that the qualified design is not degraded over production time as a result of changes in tooling, processes, work flow, design, part quality, or other characteristic changes. (NOTE: This test may be applied to subassembly  production quantities which are sizable.)
 
3.4.2.2.8.  A Failure Review Board (FRB) committee is established to review failure trends, significant failures, and corrective action status.
 
3.4.2.2.9.  A Joint Reliability and Maintainability Evaluation Team (JRMET) is established by the government acquisition activity to record and analyze problems in system reliability testing. (NOTE:  Key reliability and system engineering personnel participate in a JRMET.)
 
 3.4.3.  Reliability Verification By Guarantee.
The system supplier or component manufacturer may choose to provide a warranty as verification that the reliability performance  requirements are met.  (e.g., free replacement parts or repairs or replacement satellites).
 
 3.4.4.  Subsequent Verification Methods Identification.
Reliability verification methods resources are identified for the subsequent program phases.

 
3.4.4.1.  Reliability demonstration testing is evaluated for its cost-benefit ratio, with requirements for specific failure-free-operating-hours (FFOH) during testing being a major consideration. 
 
3.4.4.2.  Contractor technical support (CTS) may be required during operation and maintenance (O&M) to analyze and recommend corrective actions when reliability problems are experienced during system deployment. (NOTE:  Contract coverage to provide CTS, under whatever Logistics Support posture is established, must be in place.)
 
3.4.4.3.  The government may require development and use of a reliability and maintenance data collection system to track test failures, failure analysis results, and maintenance actions.
 
 4  Recommended Best Practices for Production (Phase III) Reliability Program
The reliability program is structured and implemented as an integral part of systems engineering, manufacturing, and logistics support in order to achieve and sustain reliability design requirements during production.  The iterative reliability engineering process of defining requirements, implementing requirements, and validating requirements (e.g., design reviews) is continued until the changed/new item’s detailed reliability design requirements are defined and met.
 4.1  Reliability Requirements Determination 
Through analytical and empirical methods, changes in the product design, uses, environments, or the manufacturing process are translated into detailed reliability design requirements. 
 
 4.1.1.  User’s Needs Interpretation.
Changes in the user’s needs are understood and applied in defining new or modified detailed reliability design requirements. 
 

4.1.1.1.  The changes in an item’s design concept, manufacturing process, operational environment, or performance thresholds are correlated with the system’s reliability design requirements.
 
4.1.1.2.  Trade studies between alternative designs are performed to determine the optimal balance between opposing design attributes, such as, reliability, performance, weight, testability, production, cost, and schedule.
 
4.1.1.3.  The performance reliability deficiencies of deployed items, similar to the one being designed, are identified and avoided by modifying the system’s operational or support concept, or by selecting a more robust design concept.
 4.1.2.  Reliability Requirements Exclusion.
If the design change is minimal or effects only a non-critical item, then changes to the detailed reliability design requirements may be minimal.
 4.1.3.  Reliability Requirements Iteration.
For modified or new designs that are extensive or effect critical system functions/items, the detailed reliability design requirements are iteratively defined as the design progresses.
 
4.1.3.1.  Measurable quantitative and qualitative reliability design requirements that track to the user’s needs are established for the changed/new item.
 
4.1.3.1.1.  The changed/new item’s operating environment and mission profile are defined.
 
4.1.3.1.2.  The changed/new item’s baseline design/use life, probability of mission success, and restoration time are defined.

 

4.1.3.1.3  For each critical function of the changed/new item that has multiple operating states, the baseline probability of mission success and restoration time of each functional operating state is determined.

 

4.1.3.1.4.  The reliability design requirements of the changed/new item are expressed as Technical Performance Measurements (TPMs) that are specific to the system under acquisition.  These TPMs are defined in the system technical documentation, such as, the System Specification. (Examples of key TPM parameters are end-of-mission reliability, failure free operating period (FFOP), mean-time-between-failures (MTBF), failure rate, number of successes/cycles, level of fault tolerance, percentage of fault detection, and design life.)

 

4.1.3.1.4.1.  If a failure free operating period (FFOP) is required, analytical and empirical methods are used to assess the expected environmental conditions and system technology approaches to determine the optimal FFOP duration.
 
4.1.3.2.  The defined reliability design requirements of the changed/new item are used to determine if the System Technical Requirements and System Specification must be modified.
 
4.1.3.3.  Needed changes are identified for the reliability development test and evaluation (RDT&E) requirements.
 
4.1.3.3.1.  Changes to RDT&E requirements are flowed down to the program test & evaluation planning.
 
4.1.3.3.2.  Changes to RDT&E requirements are included in the program resource and schedule planning.

 
 4.2  Reliability Requirements Implementation 
Apply engineering and management methods to ensure that changes in detailed reliability design requirements are allocated, communicated, understood, and implemented.
 
 4.2.1.  Reliability Risk Assessment Application.
Reliability risk assessment concepts and practices are optimally applied to identify, eliminate, and control new reliability risks, such as, single point failure modes and reliability critical items, that may result from a design change.
 

4.2.1.1.  Program risks associated with reliability critical factors and parameters that have a significant impact on readiness, life-cycle costs, schedule, performance, or safety are identified and eliminated.

4.2.1.1.1.  The appropriate level and extent of reliability risk assessment is determined based on the criticality of the change.
 
4.2.1.1.1.1.  The risks associated with using new or modified government furnished equipment (GFE) or commercial-off-the-shelf (COTS) equipment are evaluated.
 
4.2.1.1.1.2.  Risk management strategies are consistent with the production costs and schedule.
 
4.2.1.1.1.3.  Risks are managed and mitigated by means of analytical methods, demonstrations, tests, etc.
 
4.2.1.1.1.4.  Specific criteria is defined for each risk reduction activity.
 
4.2.1.1.1.5.  Reliability risk reduction actions are tracked and  metrics for their completion established.
 
4.2.1.1.1.6.  Rationale for  the selection and prioritization of identified risk/critical items is established.
 
4.2.1.1.1.7.  Reliability risk/critical items, i.e., those items require special attention because of complexity, application of state-of-the-art techniques, anticipated reliability problems, or impact safety, readiness, and mission success, are identified and controlled.
 
4.2.1.1.1.8.  Critical process paths, tasks, and schedules that can potentially impact product reliability are identified and controlled.
 

4.2.1.1.2.  The critical design factors and parameters that impact the reliability of the changed/new item are identified through analysis and test methods.

 

4.2.1.1.2.1.  Detailed design analyses (e.g., fault/failure analyses, thermal analysis, sneak circuit analysis, design parameter analysis) are performed to identify design weaknesses.
 
4.2.1.1.2.2.  Actual field performance data on items similar to the changed/new item (and similar operational environments) are evaluated.
 
4.2.1.1.2.3.  Component testing (e.g. reliability growth, stress, life testing) are planned and implemented for the changed/new item.
 
 4.2.2.  Reliability Engineering Task Execution.
The reliability engineering tasks are initiated early during design definition, and iteratively refined to influence the design and mitigate designed-in reliability risks.
 
4.2.2.1.  Reliability design approaches for sustained product integrity during manufacture, test, operation, and maintenance are derived early during the design change.

 

4.2.2.2.  Closed loop Failure Reporting, Analysis and Corrective Action Systems (FRACAS) are canvassed to obtain anomaly data relevant to the changed/new item.  (NOTE:  This data is fed back to the design, manufacturing, and logistics processes as lessons learned.)

 
4.2.2.3.  The reliability modeling and predictions are statistical processes that iteratively define, assess, improve, and verify the quantitative reliability of the changed/new item. 
 
4.2.2.3.1.  Reliability modeling of the changed/new item is a statistical process that iteratively defines the methods for quantifying reliability.  Implementation of this process is commensurate with the maturity of the detailed design definition.
 
4.2.2.3.1.1.  The reliability model reflects the changed/new item’s configuration, its modes of operation, the relationship among its functional elements, operating duty cycles, and implementation of fault tolerance.
 
4.2.2.3.1.2.  The reliability model is the interpretation of item functionality as a model of design reliability.
4.2.2.3.1.3.  The reliability model is applied for obtaining reliability predictions when the reliability of the modeling elements are known.
 
4.2.2.3.1.4.  Various reliability models are evaluated in order to select the one most suitable to represent the reliability of the item being changed or developed.
 
4.2.2.3.1.5.  Progress to meet the systems engineering requirements for reliability modeling is planned, scheduled, and verified.
 
4.2.2.3.2.  The reliability predictions of the changed/new item is a statistical process that iteratively quantifies the item’s expected reliability.  Implementation of this process is commensurate with the maturity of detailed design definition.
 
4.2.2.3.2.1.  Prior to implementing the reliability prediction process, the requirements of the users of the system are determined.
 
4.2.2.3.2.2.  The inputs needed for quantifying reliability and the availability of those inputs are identified.  Inputs to the reliability predictions include: the mission profile, basic reliability of the system elements, reliability models, and operating duty cycles.
 
4.2.2.3.2.3.  The limitations involved in quantifying and applying the reliability estimates produced by the prediction process are identified and understood. (e.g., a mission critical ASIC device that has a known inherent process defect rate in addition to its known inherent operating reliability, that process defect rate is mitigated by functional testing in order for the reliability predictions to be valid.)
 
4.2.2.3.2.4.  The methods and models most appropriate for quantifying reliability, using the identified inputs, are selected.
 
4.2.2.3.2.5.  The degree of uncertainty associated with the reliability estimates produced by the prediction process are addressed.
 
4.2.2.3.2.6.  The reliability prediction process is implemented as a systems engineering function for quantifying reliability and providing results when needed.
 
4.2.2.3.2.7.  The reliability estimates produced by the prediction process are interpreted and assessed for their proper application, e.g., relevance to reliability performance requirements; verifying quantitative requirements; establishing threshold requirements; identifying areas of designed-in reliability risk; surfacing the need for special safety, test, maintenance, or other reliability-related requirements; and comparing the reliability of different designs.
 
4.2.2.3.2.8.  Reliability predictions are used to measure the progress of the designed-in reliability effort, reveal design reliability weaknesses, and reduce the likelihood of deploying unreliable equipment.
 
4.2.2.4.  Designed-in reliability guidelines, rules, concepts, and practices are optimally applied to make certain the changed/new item’s reliability is commensurate with the overall production program objectives, including yield, cost, schedule, and performance requirements.
 
4.2.2.4.1.   Simplicity of design is an ancillary system reliability objective which strives for fewer parts, less interfaces, fewer opportunities for failure, ease of manufacture, use of common manufacturing equipment, and control over manufacturing process variability.
 
4.2.2.4.2.  Fault/failure analysis (e.g., failure mode and effects analysis (FMEA), fault tree analysis (FTA), and fishbone analysis) of the changed/new item is a deterministic process that iteratively identifies mission critical failure modes and the design features that mitigate the occurrence of failures.  Implementation of this process is commensurate with the maturity of the detailed design definition.
 
4.2.2.4.2.1.  Design redundancy is applied with the identification of single point failure modes (SPFMs) that are not practical to eliminate.
 
4.2.2.4.2.2.  Robust design approaches are identified that avoid or control the occurrence of specific failure modes. (NOTE: Robustness is a cost-effective alternative to improving reliability by adding functional redundancy.)
 
4.2.2.4.2.3.  Fault/failure analysis is conducted on piece-parts, functional components, interfaces, line replaceable units (LRUs), and physical-layout designs.
 
4.2.2.4.2.4.  Fault/failure analysis identifies the relative contribution of the LRU to system reliability.  (NOTE:  LRU reliability data is provided to logistics support analysis (LSA).)
 
4.2.2.4.2.5.  Progress to meet the changed/new item’s systems and manufacturing engineering requirements for the identification of faults/failures is planned, scheduled, and verified.
 
4.2.2.4.2.6.  Fault/failure analysis is used to determine the possible impact on a changed/new item’s operation, caused by functional failure modes that can not be tested.  (e.g.,  An ASIC device may be providing functions by gates which can not be tested.  If the non-testable gates are susceptible to an inherent process defect rate, which is not included in the device’s inherent operating reliability estimate, then its predicted designed-in and operational reliability may be invalid.) 
 
4.2.2.4.2.7.  Fault/failure analysis supports logistics support analysis (LSA) with results that include the reliability contribution for each line replaceable unit (LRU).
 
4.2.2.4.3.  Circuit, thermal, mechanical, and structural stress analysis is applied to assess the effects of part and circuit parameter tolerances and parasitic parameters over the range of specified operating life and environmental conditions.
 
4.2.2.4.3.1.  Adequate cooling techniques, such as, moving heat dissipating parts away from heat sensitive parts, are applied to the design.
 
4.2.2.4.3.2.  Temperature and electrical dissipation data are passed to reliability engineering for factoring into the reliability analyses.
 
4.2.2.4.4.  Derating criteria are established and applied to the design to limit the thermal, mechanical, and electrical stresses (e.g., temperature, torsion, and voltage) on components. (NOTE:  Junction temperatures of semiconductors and integrated circuits exceeding + 110 degrees C is usually not justified, regardless of the power rating of the device. The failure rates of semiconductors typically decrease by factors of as much as two for each 10 degree C that their junction temperatures is lowered. In systems having high integrated circuit populations, this translates to an increase in overall system reliability.)
 
4.2.2.4.5.  The worst-case stress limits are determined for the parameters of all reliability critical components.
 
4.2.2.4.5.1.  The tolerance of circuits to drift is evaluated.
 
4.2.2.4.5.2.  The cumulative effect of component tolerances limits on system performance and reliability is evaluated.
 
4.2.2.4.6.  Fault tolerance is designed-in to allow for continued operation or acceptable degradation when failures occur.
 
4.2.2.4.7.  The effects of manufacturing process variability are minimized by applying statistical process control (SPC) methods to select designs and manufacturing processes that are less sensitive to the effects of variability.
 
4.2.2.4.8. Modularized and standardized design approaches (e.g., design guidelines and rules) are used to eliminate failure probability, reduce maintenance requirements, facilitate technology insertion, improve opportunities for manufacturing economies of scale, and minimize interface count which, in turn, tends to force simpler hardware and software designs.
 
4.2.2.4.8.1.  Modularized design approaches for components and piece parts are applied using proven military or commercial-off-the-shelf (COTS) components to preclude expensive development, reliability design qualification, and start-up production costs usually associated with customized components/subsystems.
 
4.2.2.4.9.  Design concern analysis (DCA) is an iterative procedure whose progress in identifying reliability design problems is commensurate with the maturity of the item’s detailed design definition.
 
4.2.2.4.9.1.  Reliability design problems are identified which can manifest themselves as failures or degraded performance.
 
4.2.2.4.10.  Latent failure analyses, such as, sneak circuit analysis (SCA), are iterative procedures that provide information allowing for the application of design features that mitigate the occurrence of latent failures, commensurate with the maturity of the item’s design definition.
 
4.2.2.4.10.1.  System failures not caused by part failures are identified.
 
4.2.2.4.10.2.  Unexpected logic flows that may produce undesired results are revealed.
 
4.2.2.4.10.3.  Design oversights that create conditions of undesired operation are exposed.
 
4.2.2.5.  The impact of the production and testing processes on the performance reliability of the changed/new item is assessed and controlled.
 
4.2.2.5.1.  The reliability technical performance measures (TPMs) that relate to production and testing, such as, mean-time-between-human-errors (MTBHE) and manufacturing-error-rate (MER), are established, measured, and analyzed.
4.2.2.5.2.  The reliability-related problems uncovered during production, assembly, and testing of the item are analyzed and resolved.
 
4.2.2.5.3.  Test planning for the item includes a careful accounting of system reliability requirements, operating environments, test article configurations, data requirements, and schedules.
 
4.2.2.5.4.  If the item is to undergo reliability life testing, its test tolerances are established by flowing down reliability performance requirements from the system level.  These tolerances are used to identify the threshold values of the item’s reliability TPMs.
 
4.2.2.5.5.  The established failure reporting and corrective action system (FRACAS) is used to identify and control the reliability-related risks that surface during testing of the item.
 
4.2.2.5.5.1.  FRACAS is initiated during the start of testing and continued throughout the system’s service life.
 
4.2.2.5.5.2.  FRACAS is initiated at the piece part level.
 
4.2.2.5.5.3.  All failures are accurately reported.
 
4.2.2.5.5.4.   Failures are analyzed to sufficient depth to identify the failure cause and necessary corrective actions.
 
4.2.2.5.5.5.  The criticality of each failure is prioritized in accordance with its impact on operational performance, and the level of failure analysis close out authority is commensurate with the criticality of the failure.
 
4.2.2.6.  The Lessons Learned of deployed items, which are similar in nature to the item being designed/modified, are sought after and judiciously applied.
 
4.2.2.7.  Designing for Supportability is emphasized as an integral part of the designing effort of repairable items.
 
 4.3  Reliability Program Integration 
The Reliability Program is integrated with the systems engineering, manufacturing, and logistics support processes to ensure that reliability-related risks which result from design changes are identified and controlled,  methods of sustaining product integrity during production and operation are developed and maintained, and cost effective logistics support is continuously improved.
 
 4.3.1.  Reliability Program Iteration.
The Reliability Program approach, authority, accountability, and application to design changes made during production, are structured around the objectives of the manufacturing process.
 
4.3.1.1.  The reliability engineering/management function is responsible for structuring and implementing a cost-effective Reliability Program which assesses, quantifies, and controls the reliability of changed/new items. (NOTE: Needed changes to the baseline reliability requirements are documented in the System Technical Requirements Document and the planning for those changes is documented in updates to the Integrated Management Plan, narratives, and detailed schedules.)
 
4.3.1.2.  The responsible design engineer (RDE) is responsible for the reliability of his/her design.
 
4.3.1.3.  The Production Program Manager or equivalent is responsible for overall product reliability.
 
 4.3.2.  Reliability Program Coordination.
The production phase Reliability Program is planned prior to implementation.
 
4.3.2.1. The Reliability Program function (i.e., reliability engineering and management infrastructure) is allocated sufficient resources to complete its objectives, which are commensurate with the production phase objectives.
 
4.3.2.2.  The Reliability Program activities are coordinated with manufacturing engineering and logistics support activities.
 
4.3.2.2.1.  The functional organizations that contribute to designed-in reliability maintain an interface with reliability engineering.
 
4.3.2.2.1.1.  The Reliability Program has a mutually consistent and integrated Contract Work Breakdown Structure (CWBS), Work Definition System, schedule, and cost tracking system, which are used for monitoring and controlling design changes/modification.
 
4.3.2.2.1.1.1.  Reliability engineering work packages are formulated to include task descriptions, completion criteria, schedules, and manpower allocations.
 
4.3.2.2.1.1.2.   The reliability engineering work packages are used to manage the reliability engineering tasks and activities, and they form the basis for cost performance reporting.
 
4.3.2..1.1.1.3.  Both planned and actual effort expenditures are included in updates to the reliability engineering work packages.
 
4.3.2.2.1.1.1.4.  The completion milestones, with associated criteria and schedule are defined in the reliability engineering work packages.
 
4.3.2.2.1.1.1.5.  The schedules contained in the reliability engineering work packages are developed to accurately reflect the scope of the effort required.
 
4.3.2.2.2.  The required resources and key personnel, including assigned responsibilities and completion milestones, are identified for each design change/modification.
 
4.3.2.2.2.1.  The automated and manual tools required by the Reliability Program are identified.
 
4.3.2.2.2.2.  The required personnel qualifications, quantities, skill types, need dates, and training are identified.
 
4.3.2.2.2.3.  The applied engineering and management techniques are selected based on optimum cost-effectiveness.
 
4.3.2.2.3.  The Reliability Program objectives for design changes/modifications are closely alignment with the objectives of manufacturing engineering and supplier/supplier-related activities that contribute to product reliability.
 
4.3.2.2.3.1.  The Subcontractor Management Control System establishes and controls subcontracted reliability engineering activities, and is consistent with the Program Management Control System.
 
4.3.2.2.3.1.1.  A process is established which reviews and assesses the reliability impact of supplier design changes.
 
4.3.2.2.3.1.2.  Subcontracted new/modified equipment is integrated into the test and reliability verification process.
 
4.3.2.2.3.1.3.  The supplier reports costs and schedule for the new/modified equipment.
 
4.3.2.2.3.2.  Consistency is maintained between the Reliability Program and its interfaces with the manufacturing and systems engineering functions (e.g., manufacturing, design, human factors, safety, logistics support analysis (LSA), quality assurance, and the Cost Performance Reporting System) to identify and control areas of reliability risk related to the design change.
 
4.3.2.2.3.2.1.  Parts, Materials, and Processes (PMP) activities are coordinated in conjunction with the Reliability Program.
 
4.3.2.2.3.2.1.1. Reliability engineering representation is established in parts working groups and parts review boards.
 
4.3.2.2.3.2.2.  LSA is coordinated in conjunction with the Reliability Program.
 
4.3.2.2.3.2.2.1.  Fault/failure analysis results, such as, FMEA, are used to support LS 
4.3.2.2.3.2.2.2.  The effects of functional testing, storage, handling, packaging, transportation, and maintenance are considered in LS 
 
4.3.2.2.3.2.3.  Known or estimated reliability predictions and analyses are used for integrating new or modified directed source hardware, such as, government furnished equipment (GFE) and commercial-off-the-shelf (COTS) equipment into the end item.
 
4.3.2.2.3.2.3.1.  Reliability related problems introduced by the inclusion of GFE and COTS equipment are identified.
 
4.3.2.2.4.  Technical, budget, and schedule reviews are conducted to monitor and control the reliability engineering progress of the changed/new item.
4.3.2.2.4.1.  Program technical reviews are conducted to assess progress in meeting the reliability requirements and to validate the requirements. e.g., Preliminary Design Review (PDR), Critical Design Review (CDR), and Technical Interchange Meeting (TIM).
 
4.3.2.2.4.2.  Program budget and schedule reviews are conducted to assess compliance with budgeting and scheduling requirements.
 
4.3.2.2.4.3.  Periodic management and technical reviews are conducted to assess the supplier’s progress, which is reported in the program SDP/SEMP/SEMS/SEDS.
 
4.3.2.2.5.  A Reliability Program schedule is established for the design change.
 
4.3.2.2.5.1.  A Reliability program schedule is established in sufficient detail to maintain visibility and control of the reliability engineering process, including any planned ancillary activities
 
4.3.2.2.5.2.  The Reliability Program schedule status system is consistent and integrated with the program system level schedule system.
 
4.3.2.2.5.3.  The proposed duration of the reliability engineering activities are consistent with the objectives to be accomplished, as determined by estimation models and the offeror’s historical performance database.
 
4.3.2.2.5.4.  The lowest level of the reliability engineering schedule includes task implementation, phasing, and completion criteria, and is consistent with the reliability program work definition packages.
 
4.3.2.3.  The means for measuring the progress of the designed-in reliability effort related to the design change is established prior to implementation.
 
 4.3.2.3.1.  Variance thresholds are established to measure the discrete progress of  the designed-in reliability effort, e.g., successful implementation of contractual reliability (e.g., MTBF), performance reliability (e.g., MTBM, MTBD, MTBR, MTBCE) and mission reliability (e.g., MMD, FFOH, and MTBM )
 
 4.3.3.  Supplier Incentives Implementation.
Subcontractor award fees and incentives are established to encourage the development of reliable products.
 
 4.4.  Reliability Requirements Verification.
Verification methods that can be used to establish the ability of the system and its elements to meet system, subsystem, and detailed reliability design requirements are identified.  These methods are applied to determine the reliability risks and manufacturing process variability of the finished product.  The reliability requirements are verified to be attainable/attained by analysis, simulation, demonstration, or test.
 
 4.4.1.  Reliability Verification By Analysis or Simulation.
Reliability is verified by analysis or simulation when sufficient confidence can be imbedded in the results  to allow making valid design decisions.
 
 4.4.2.  Reliability Verification By Test. 
Reliability is verified by test when it is cost-effective to do so, mission criticality dictates  high confidence in life estimations, or there is no other means of doing it. 
4.4.2.1.  Reliability life testing is included in the overall system integrated test planning to ensure that highly critical systems or components are tested in accordance with the program budget and schedule.
4.4.2.1.1.  Test data is used from earlier phases of the development program, to augment the reliability life test by reducing the time required to prove that reliability requirements are met. 
 
4.4.2.1.2.  To augment the reliability life testing and gain confidence in the design reliability, life test data is obtained for similar systems operating in the same environment as the one under acquisition. (NOTE:  The long-term dormant life expectancy of a system can be determined in this manner.) 
 
4.4.2.1.3.  The determination of operational life expectancy is obtained through realistic life testing and the timely feedback of test results to design engineering.
 
4.4.2.1.4.  Realistic life test environments, simulated mission profiles, and experience gained from previous test programs, are used in developing life test parameters.
 
4.4.2.1.5.  Proven and well understood accelerated testing techniques are used in life tests.
 
4.4.2.2.  Reliability growth and pre-qualification testing reveals design and process deficiencies while they are still cost-effective to fix.
 
4.4.2.2.1.  Environmental Stress Screening (ESS) is performed to accelerate reliability growth, by stressing design flaws to the point of failure prior to system deployment.  (NOTE:  Temperature and vibration levels are varied to accomplish ESS.)
 
4.4.2.2.2.  Test, Analyze and Fix (TAAF) is a closed-loop reliability growth methodology that is performed to accelerate equipment maturity, and provides a feedback loop to correct design deficiencies and increase system reliability.
 
4.4.2.2.3.  System testing is an end-to-end test performed to assure that all system elements  “play together” and meet system reliability performance requirements.
 
4.4.2.2.4.  Reliability Development Growth Test (RDTG) is performed for a specified number of hours to surface design weaknesses, so that corrective actions can be implemented to improved performance reliability. (NOTE: Failure-free test time identification is a major consideration in RDTG.)
 

4.4.2.2.5.  Reliability Operational Test & Evaluation (ROT&E) is used to define reliability parameters for evaluation of system suitability under operational conditions and establish Measures Of Effectiveness (MOE) in coordination with the ROT&E responsible test activity (e.g. AFOTEC)
4.4.2.2.6.  Production Acceptance Test (PAT) is conducted to verify the use of subassemblies, assemblies, control items, and systems.
 
4.4.2.2.7.  Production Reliability Acceptance Test (PRAT) is performed to assure that the qualified design is not degraded over production time as a result of changes in tooling, processes, work flow, design, part quality, or other characteristic changes. (NOTE: This test may be applied to subassembly  production quantities which are sizable.)
 
4.4.2.2.8.  A Failure Review Board (FRB) committee is established to review failure trends, significant failures, and corrective action status.
 
4.4.2.2.9.  A Joint Reliability and Maintainability Evaluation Team (JRMET) is established by the government acquisition activity to record and analyze problems in system reliability testing. (NOTE:  Key reliability and system engineering personnel participate in a JRMET.)
 
 4.4.3.  Reliability Verification By Guarantee.
The system supplier or component manufacturer may choose to provide a warranty as verification that the reliability performance  requirements are met. (e.g., free replacement parts or repairs or replacement satellites.)
 
